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Abstract

By following the scheme of the Grid Empowered Molecular Simulator (GEMS) a new \( \text{O}_2 + \text{N}_2 \) intermolecular potential, built on ab initio calculations and experimental (scattering and second virial coefficient) data, has been coupled with an appropriate intramolecular one. On the resulting potential energy surface detailed rate coefficients for collision induced vibrational energy exchanges have been computed using a semiclassical method. The crossed comparison of the computed rate coefficients with the outcomes of previous semiclassical calculations and kinetic experiments has provided a ground for characterizing the main features of the vibrational energy transfer processes of the title system as well as a critical reading of the trajectory outcomes and kinetic data. On the implemented procedures massive trajectory runs for the proper interval of initial conditions have singled out structures of the vibrational distributions useful to formulate scaling relationships for complex molecular simulations.
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1 Introduction

The characterization of the kinetics of elementary chemical processes (both in terms of evaluating detailed rate coefficients (RC) and in terms of quantifying the energy interplay among different degrees of freedom of the involved system) is a key challenge for molecular research. In particular, among the aspects that need to be better characterized in this respect, is the suitability of the adopted formulation of the Potential Energy Surface (PES) to deal properly with Vibration-to-Vibration (V-V) and Vibration-to-Translation (V-T) energy transfer in gas phase collisions.
Our interest for V-V and V-T energy exchange in non reactive collisions between oxygen and nitrogen molecules having different vibrational energy content has been stimulated by the recently re-emphasized importance of such kind of processes for the development of innovative aerospace technologies. Our investigation focuses, in particular, on the accurate radial and angular modulation of the interaction (both at long and short range) of the collision partners and on the contribution given by the different state specific RCs to the measured overall efficiency of vibrational quenching and to the implementation of complex simulations.

The workflow model adopted in our investigation is the distributed synergistic one of the Grid Empowered Molecular Simulator (GEMS) \(^5,6\) (mainly in charge to AL and EG). The first module of GEMS (INTERACTION) is devoted to the production and/or collection of the necessary high level ab initio information on the electronic structure of the system while the second module of GEMS (FITTING) is devoted to the (combined theory and experiment) optimization of the parameters of a semiempirical PES (mainly in charge to MB and FP). The third module of GEMS (DYNAMICS) is devoted to the production of massive detailed dynamical information to feed the fourth module (OBSERVABLES) that carries out their statistical handling aimed at building more averaged measurable quantities (such as cross sections and rate coefficients). In this way the efficiency of the investigated processes can be quantified and related models and representations can be built \(^7-9\) (mainly in charge to MC, AK and EG).

GEMS has been already specialized in the past for the systematic study of the efficiency of V-V and V-T processes in the case of the N\(_2\) + N\(_2\) system.\(^10,11\) In this paper we discuss the application of such workflow to the case of the O\(_2\)-N\(_2\) system. In particular, the INTERACTION module is used for collecting and/or producing high level ab initio electronic structure data for an accurate characterization of the key regions of the O\(_2\)-N\(_2\) interaction. The determination of the parameters of the adopted functional form, allowing the assemblage of a robust global PES (named MF) more solidly grounded on accurate ab initio calculations, is performed in the FITTING module and compared with the one (GB1)
already used in the literature for SemiClassical (SC) calculations. The running on both MF and GB1 PESs of systematic distributed SC computations for the evaluation of the V-V and V-T state-to-state probabilities is carried out in the DYNAMICS module using the same quantum-classical technique. Next, the efficiency of the two surfaces in promoting V-V and V-T energy transfer is systematically compared in the OBSERVABLES module by calculating the detailed RCs and developing a rationale for understanding the discrepancies between theoretical and measured vibrational quenching. A further iteration of the computational procedures of the DYNAMICS and OBSERVABLES modules using Quasi-Classical Trajectory (QCT) techniques is performed in order to extend the investigation to higher vibrational states and higher temperatures (so as to work out appropriate parameters for enabling scaling procedures in massive aerothermodynamics simulations).

In this way three basic objectives are targeted: the characterization of the effect of improving the functional representation of the intermolecular interaction on the calculated value of the RCs; the better understanding of some limits of the use of QCT techniques in V-V and V-T energy transfer studies (with respect to semiclassical calculations and the experiment); the exploitation of the use of distributed computing workflows for massive studies of V-V and V-T energy transfers by extending the calculations to different vibrational states and temperature values.

Accordingly, the paper is articulated as follows: In section 2 the new potential energy surface is formulated and its parameters are optimized, in section 3 the outcomes of the semiclassical calculations performed on the GB1 and MF PESs are compared and used to the end of rationalizing the experiment, in section 4 the limits and benefits of extending the calculation domain using quasiclassical methods are discussed, in section 5 some conclusions are drawn.
2 The O$_2$–N$_2$ potential energy surface

As typical of the calculations on the efficiency of energy transfer processes in molecule-molecule collisions, the overall interaction $V$ is partitioned in an *intra* and an *inter* component

$$V = V_{\text{intra}} + V_{\text{inter}}. \quad (1)$$

The GB1 $V_{\text{inter}}$ is formulated as a combination of short (SR) and long range (LR) terms.\textsuperscript{12} The SR components are expressed as exponentials in the first and second power of the $R_{ij}$ internuclear distance of the $ij$ atomic pairs involved while the LR component is expressed as a sum of a permanent quadrupole-permanent quadrupole electrostatic interaction truncated to the first term plus an attractive dispersion component.

The MF $V_{\text{inter}}$ is formulated, instead, as a combination of two "effective" (see below) improved bond-bond components (made of a van der Waals $V_{\text{vdW}}$ and an electrostatic term $V_{\text{elect}}$). This makes it more flexible (and accurate) and allows an optimization of its parameters aimed at reproducing to high level ab initio values of the O$_2$–N$_2$ interaction (computed for the molecular geometries associated with the evolution of the different arrangements of the system during the collision process) and available scattering properties estimated using detailed dynamical methods. To this end, the modules of GEMS were iteratively used by performing alternate accurate ab initio calculations and calibrations of the PES parameters.

$V_{\text{intra}}$ is for both GB1 and MF formulated as a sum of Morse potentials\textsuperscript{13} in which the N$_2$ one has a dissociation energy of 9.90517 eV (228.4181 kcal/mol), an equilibrium distance of 1.09768 Å and an exponential parameter of 2.68867 Å$^{-1}$ while the O$_2$ one has a dissociation energy of 5.21319 eV (120.2187 kcal/mol), an equilibrium distance of 1.20752 Å and an exponential parameter of 2.65374 Å$^{-1}$.
2.1 The bond-bond representation of the MF PES

The MF $V_{\text{inter}}$ of the two O$_2$ and N$_2$ interacting structured bodies is formulated as a combination

$$V_{\text{inter}} = V_{\text{vdW}} + V_{\text{elect}}$$

of the two "effective" interaction components $V_{\text{vdW}}$ and $V_{\text{elect}}$ representing the van der Waals (size repulsion plus dispersion attraction) and the electrostatic interaction terms, respectively. The $V_{\text{vdW}}$ term is formulated as a bond-bond pair-wise interaction (that is more appropriate than the traditional atom-atom one) because it leverages on the additivity of the bond polarizability in contributing to the overall (molecular) one. This is a fundamental feature of the vDW interactions and accounts indirectly for three body like effects. The $V_{\text{elect}}$ term is instead formulated as an electrostatic interaction associated with an anisotropic distribution of the molecular charge over the two interacting bodies (say molecule $a$ and $b$) that asymptotically tends to the permanent quadrupole – permanent quadrupole interaction.

Both $V_{\text{vdW}}$ and $V_{\text{elect}}$ depend on the intermolecular distance $R$ between the centers of mass of molecule $a$ and $b$ (let us take $a$ for O$_2$ and $b$ for N$_2$), on the Jacobi angles $\Theta_a$ and $\Theta_b$ formed by $R$ with the internuclear vectors $r_a$ and $r_b$, respectively, and the angle $\Phi$ the dihedral angle formed by the planes $(R, r_a)$ and $(R, r_b)$. In this paper we focus our attention on the $(\Theta_a, \Theta_b, \Phi) = (90^\circ, 90^\circ, 0^\circ)$, $(90^\circ, 90^\circ, 90^\circ)$, $(90^\circ, 0^\circ, 0^\circ)$, $(0^\circ, 90^\circ, 0^\circ)$ and $(0^\circ, 0^\circ, 0^\circ)$ configurations, which are referred to as H ($D_{2h}$), X ($D_{2d}$), T$_a$ ($C_{2v}$), T$_b$ ($C_{2v}$) and I ($D_{\infty h}$) with related group symmetry being given in brackets.

The formulation adopted for the van der Waals term $V_{\text{vdW}}$ is of the Improved Lennard-Jones (ILJ) type:

$$V_{\text{vdW}}(R, \gamma) = \varepsilon(\gamma) \left[ \frac{6}{n(x) - 6} \left( \frac{1}{x} \right)^{n(x)} - \frac{n(x)}{n(x) - 6} \left( \frac{1}{x} \right)^6 \right]$$

(3)
often used in its reduced form

\[ f(x) = \frac{V_{vdW}(R, \gamma)}{\varepsilon(\gamma)} \]  

(4)

where \( x \) is the reduced distance of the two bodies defined as

\[ x = \frac{R}{R_m(\gamma)} \]  

(5)

and \( \gamma \) denotes collectively the triplet of angles \((\Theta_a, \Theta_b, \Phi)\), while \( \varepsilon \) and \( R_m \) are respectively the fixed \( \gamma \) well depth of the interaction potential and the equilibrium value of \( R \).

The key feature of the ILJ functional form is the adoption of the additional (variable) exponential parameter \( n \) providing more flexibility than the usual Lennard-Jones(12,6) (LJ) one thanks to its dependence on both \( R \) and \( \gamma \) as: \(^{16,17}\)

\[ n(x) = \beta + 4.0 \ x^2 \]  

(6)

in which \( \beta \) is a parameter depending on the nature and the hardness of the interacting particles leading to a more realistic representation of both repulsion (first term in square brackets of Eq. 3) and attraction (second term in square brackets of Eq. 3). For the present system \( \beta \) has been set equal to 9 (a value typical of van der Waals interactions in neutral-neutral systems).\(^{16}\)

Additional flexibility is given to \( V_{vdW} \) by expanding \( \varepsilon \) and \( R_m \) in terms of the bipolar spherical harmonics \( A^{L_1L_2L_3}(\gamma) \). In this way \( f(x) \) (the already mentioned reduced form of the bond-bond potential\(^{17}\)) is taken to be the same for all the relative orientations, as already discussed in Refs. 18–21. This way of introducing the angular dependence of the potential parameters provides a convergence of \( V_{vdW} \) much faster than that of its direct expansion in terms of radial coefficients.\(^{14,22–24}\) For the purpose of the present work it was found sufficient to truncate the expansion to the fifth order, as follows:

\[ \varepsilon(\gamma) = \varepsilon^{000} + \varepsilon^{202} A^{202}(\gamma) + \varepsilon^{022} A^{022}(\gamma) + \varepsilon^{220} A^{220}(\gamma) + \varepsilon^{222} A^{222}(\gamma) \]  

(7)
\[ R_m(\gamma) = R_m^{000} + R_m^{022} A^{022}(\gamma) + R_m^{022} A^{022}(\gamma) + R_m^{220} A^{220}(\gamma) + R_m^{222} A^{222}(\gamma). \] (8)

A method to estimate the value of the \( \varepsilon \) and \( R_m \) expansion parameters from diatomic (or molecular bond) polarizability values is illustrated in Appendix A of Ref. 14. Accordingly, once \( \varepsilon \) and \( R_m \) are determined for the five selected geometries of the bond-bond pair, the coefficients \( \varepsilon^{L_1L_2L} \) and \( R_m^{L_1L_2L} \) can be worked out by inversion of Eqs. 7 and 8.\(^{14,22,25}\) In this way a suitable tentative full dimensional PES is generated. Further optimization of the \( \varepsilon \) and \( R_m \) values obtained by fitting experimental data and accurate ab initio electronic structure calculations will be discussed in the next subsection.

In the study reported here, as already done for the \( \text{N}_2 + \text{N}_2 \) system,\(^{14}\) the \( V_{\text{elect}} \) term of Eq. 2 has been formulated by only retaining the main quadrupole-quadrupole contribution and, for this purpose, use has been made of the expression

\[ V_{\text{elect}}(R, \gamma) = \frac{Q_a Q_b}{R^5} A^{224}(\gamma) \] (9)

where \( Q_a \) and \( Q_b \) are, as usual, the diatomic permanent quadrupole moments. \( Q \) terms have been evaluated using ab initio calculations and have been accurately fitted to a fifth order polynomial for both monomers in order to introduce their dependence on \( r_a \) and \( r_b \).

### 2.2 Details of the optimization procedure of the MF PES parameters

As already mentioned, the initial values of the parameters of the monomers estimated at their equilibrium internuclear distance from the corresponding polarizability tensor components to the end of building the bond-bond MF PES were optimized (within a limited range) to better reproduce the ab initio interaction energies,\(^{26}\) the measured integral cross sections\(^{27}\) and the second virial coefficients.\(^{28,29}\)

The key experimental data used in our investigation aimed to optimize the parameters of the MF PES is the total integral cross section \( (Q) \) (see Ref. 27) of the scattering of
rotationally hot and near effusive O$_2$ beams by N$_2$ molecules measured as a function of the
beam velocity $v$. $Q(v)$ data (shown in the upper panel of Fig. 1) exhibiting an oscillatory
pattern (the glory structure) are known to provide accurate information on the intermolecular
interaction involved.$^{16}$ At low and intermediate translational energy, in fact, the collision
mainly probes the absolute scale of the isotropic component of the interaction while at high
translational energy the collision mainly probes the strength of the anisotropic one (see Ref.
30 and references therein).

In the thermal energy range these measurements have been found to be reproduced with
high accuracy by JWKB calculations.$^{31}$ The JWKB calculations quoted here have been
performed using both a spherical average of the interaction$^{30}$ and the (fast rotating O$_2$)
pseudoatom – (rotationally cold N$_2$) diatom limiting Infinite Order Sudden Approximation
(IOSA) scheme.$^{18}$ The values of the total cross section $Q(v)$ (computed both on the ab initio
PES and on the MF one) are plotted in the upper panel of Fig. 1 after convolution from the
center of mass to the laboratory frame.

The optimization resulting from the best fit of the second virial coefficient $B(T)$ has
been obtained by computing its value at different temperatures $T$ using the semiclassical
procedure for two linear molecules.$^{32}$ The formula incorporate the first quantum correction
due to the relative translational and rotational motions, including Coriolis coupling. The
computed values are compared in the lower panel of Fig. 1 with the experimental data of
Refs. 28 and 29.

It is worth pointing out here, again, that, given the physical ground of the optimization
procedure, both the number of parameters allowed to vary and their range of variation are
limited. As an example, the long range dispersion attraction coefficient values, defined as
$\varepsilon R_m^6$ in the ILJ model, were allowed to vary within an interval of 10% of their initial value
(see also Appendix A of Ref. 14).

The detailed comparison between present predictions and the available experimental data
(reported in the upper and lower panel of Fig. 1 for integral cross sections and second virial
Figure 1: Upper panel: Total integral cross sections $Q(v)$ times $v^{2/5}$, for the scattering of a rotationally hot O$_2$ effusive beam by N$_2$ target molecules, plotted as a function of the beam velocity, $v$. Full and dashed lines represent calculations using the spherical and the pseudoatom-diatom interaction, respectively. Lower panel: Second virial coefficient $B(T)$ plotted as a function of temperature.
coefficients, respectively) includes also the estimates obtained on the ab initio PES. As to the integral cross section, the calculations well reproduce the experimental average absolute value of the glory pattern as well as its position and amplitude in the low and intermediate collision velocity range. The effect of the interaction anisotropy exalted at high velocity and producing the already mentioned partial glory quenching, is taken into account within the pseudoatom-diatom limit. As to the second virial coefficient, the results of the computations provide a good agreement (within the experimental uncertainties) with the measured data. Finally, it is also interesting to note that the pseudoatom-diatom limiting behavior of the present intermolecular PES is similar to that of the Ar-N₂ interaction offering further ground for theoretical considerations on the fact that O₂ exhibits an isotropic polarizability consistent with that of Ar.

As already mentioned, the optimization of the ε and Rₘ parameters was performed using ab initio calculations of the intermolecular interaction energies as well as integral cross section and second virial coefficient data. Ab initio calculations for the five selected geometries of the title system were performed at SAPT(DFT) (symmetry-adapted perturbation theory) level utilizing a density functional description of the monomers and a large basis set. The optimized values for the case of monomers at their equilibrium internuclear distance are given in Table 1.

<table>
<thead>
<tr>
<th>L₁ L₂ L</th>
<th>( \varepsilon^{L₁L₂L} )</th>
<th>( R^{L₁L₂L}_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0</td>
<td>12.2760(^a)</td>
<td>3.8014(^b)</td>
</tr>
<tr>
<td>2 0 2</td>
<td>-1.3918</td>
<td>0.1529</td>
</tr>
<tr>
<td>0 2 2</td>
<td>-0.9892</td>
<td>0.1289</td>
</tr>
<tr>
<td>2 2 0</td>
<td>0.0995</td>
<td>0.0047</td>
</tr>
<tr>
<td>2 2 2</td>
<td>-0.0832</td>
<td>-0.0039</td>
</tr>
</tbody>
</table>

\(^a\) in meV; \(^b\) in Å

As previously anticipated, the optimized bond-bond MF values and the accurate ab initio values of Ref. 26 are here used as reference results. The adopted optimization procedure led,
in fact, to a highly reliable MF PES valid in the whole space of the explored configurations. The cuts\(^{14,26}\) of the resulting PES taken by considering the monomers at their equilibrium internuclear distance while approaching in their X (\(D_{2d}\)), H (\(D_{2h}\)), T\(_a\) (\(C_{2v}\)), T\(_b\) (\(C_{2v}\)) and I (\(D_{\infty H}\)) arrangements, are plotted in Fig. 2. It is worth pointing out here that two T-shaped arrangements are considered separately: T\(_a\), where the O\(_2\) intramolecular vector \(\mathbf{r}_a\) is perpendicular to \(\mathbf{R}\), and T\(_b\), where N\(_2\) diatom vector \(\mathbf{r}_b\) is oriented perpendicularly to \(\mathbf{R}\). As apparent from the figure the bond-bond MF PES satisfactorily reproduces the ab initio features of the interactions including the depth and position of the minimum of the potential wells for all the arrangements as well as for their spherical average. However, it has to be noticed that the wells of the more repulsive T\(_a\), T\(_b\) and I configurations are shallower and the well depth of the corresponding spherical average is about 10\% deeper and located at shorter (about 0.2 Å) distances.

Figure 2 shows also the potential profiles of the GB1 PES. In general, the potential wells of the bond-bond MF PES are deeper and have a minimum located at shorter distances than those of GB1. A discussion on how this affects the values of the RCs computed on the different PESs will be given later. However, a recent paper demonstrates the increasing role of the attraction portion of \(V_{inter}\) in the control of RC values when decreasing the temperature of the bulk.\(^{33}\)

### 3 The dynamical study

The first goal of our dynamical study was targeted to the evaluation of the RC computed on the two PESs (MF and GB1) using the semiclassical coupled state method.

#### 3.1 The semiclassical coupled state method

The key feature of the adopted SC coupled state method (see Refs. 34 and 35 for a more extended discussion) is that molecular vibrations are treated quantum-mechanically by inte-
Figure 2: Potential energy profiles of GB1, ab initio and MF PESs plotted as a function of $R$ for the X, H, Ta, Tb and I arrangements of the O$_2$–N$_2$ dimer with the monomers at their equilibrium internuclear distance. In the bottom rhs panel the spherical average of the PESs is also shown.
grating the related time-dependent Schrödinger equations for the $N_2$ and the $O_2$ molecules. On the contrary, translational and rotational degrees of freedom are treated classically by integrating the related classical Hamilton equations. The two subsystems, and the corresponding equations of motion, are dynamically coupled through the definition and calculation of a time-dependent “effective” Hamiltonian, of the Ehrenfest type, defined as the expectation value of the intermolecular interaction potential over $\Psi(r_a, r_b, t)$:

$$H_{\text{eff}} = \langle \Psi(r_a, r_b, t) \mid V_{\text{inter}}(R(t)) \mid \Psi(r_a, r_b, t) \rangle \quad (10)$$

where $V_{\text{inter}}(R(t))$ is the intermolecular interaction potential evaluated at each time step of the classical “mean” trajectory $R(t)$. The time evolution of the total wave function is obtained by expanding $|\Psi(r_a, r_b, t)\rangle$ over the manifold of the product, rotationally-distorted, Morse wave functions of the two isolated molecules $\Phi_{v_a'}(r_a, t)$ and $\Phi_{v_b'}(r_b, t)$ as follows:

$$\Psi(r_a, r_b, t) = \sum_{v_a', v_b'} \Phi_{v_a'}(r_a, t) \Phi_{v_b'}(r_b, t) \exp \left[ -i \frac{E_{v_a'} + E_{v_b'}}{\hbar} t \right] A_{v_a v_b \rightarrow v_a' v_b'}(t) \quad (11)$$

in which $A_{v_a v_b \rightarrow v_a' v_b'}(t)$ is the amplitude of the vibrational transition from $v_a$ and $v_b$ to $v_a'$ and $v_b'$, $E_{v_i'}(t)$ is the eigenvalue of the $v_i'$ Morse wavefunction $\Phi_{v_i'}(r_i, t)$ corrected by the Coriolis coupling elements $H_{v_i v_i'}$

$$\Phi_{v_i'}(r_i, t) = \Phi^0_{v_i'}(r_i) + \sum_{v_i'' \neq v_i'} \Phi^0_{v_i''}(r_i) \frac{H_{v_i' v_i''}}{E^0_{v_i'} - E^0_{v_i''}} \quad (12)$$

The second term in Eq. 12 represents the first-order centrifugal stretching contribution coupling rotations and vibrations of diatom with $\Phi^0_{v_i'}$ and $E^0_{v_i'}$ being the eigenfunction and the eigenvalue, respectively, of the same Morse oscillator. In the same equation

$$H_{v_i' v_i''} = -\frac{1}{2} j_i'(t) v_i'' - 1 (r_i) r_i^{-3} < \Phi^0_{v_i'} | r_i - \tau_i | \Phi^0_{v_i''} > \quad (13)$$
with \( j_i \) being the rotational momentum of molecule \( i \) whose equilibrium distance is \( \bar{r}_i \).

Thus, the Hamilton equations for the roto-translational motions are integrated self-consistently together with the Schrödinger equations of the vibrational amplitudes. We solve \((2N + 18)\) coupled classical \((18)\) and quantum \((2N)\) equations with \( N \) being the total number of vibrational levels in the total wave function expansion. The number of vibrational levels, above and below the initial vibrational state of \( \text{N}_2 \) and \( \text{O}_2 \), included in the wave function expansion depends on the initial vibrational state of both molecules and on the impact kinetic energy. The higher are the impact energy and the level of vibrational excitations of \( \text{N}_2 \) and \( \text{O}_2 \), the greater the number of vibrational states to include (and, therefore, the larger is the number of coupled wave equations to be solved). At the same time the calculations need to be repeated for a set of \( N_t \) trajectories sufficient to sample adequately the diatomic rotational angular momentum range of initial values (for both \( a \) and \( b \), from 0 to \( j_{amax} \) and \( j_{bmax} \) respectively) as well as the diatom – diatom orbiting angular momentum range of initial values (from 0 to \( l_{max} \)).

Accordingly, the semiclassical cross section for the vibrational transition \( v_av_b \rightarrow v'_av'_b \) (or \( (v_a,v_b|v'_a,v'_b) \)) is given by the following expression:

\[
\sigma_{v_av_b \rightarrow v'_av'_b}(U) = \frac{\pi \hbar^6}{8 \mu I_a I_b (k_B T_0)^3} \int_0^{l_{max}} dl \int_0^{j_{amax}} dj_a \int_0^{j_{bmax}} dj_b \frac{|l_{ja, jb}|}{N_{v_av_b}} \sum |A_{v_av_b \rightarrow v'_av'_b}|^2 \quad (14)
\]

in which \( [l_{ja, jb}] = (2j_a + 1)(2j_b + 1)(2l + 1) \), \( U \) is the classical part of the kinetic energy \((U = E_{kin} + E_{rot}^a + E_{rot}^b)\) with \( E_{kin} \) being the impact kinetic energy, \( E_{rot}^i \) and \( I_i \) being the rotational energy and the related moment of inertia of molecule \( i \), \( \mu \) and \( l \) being the reduced mass and the orbital angular momentum, respectively, of the colliding system and \( k_B \) the Boltzmann constant. In the same expression \( T_0 \) is an arbitrary reference temperature introduced in order to provide the proper dimensionality to the cross section expression.

The state-to-state rate coefficients are then obtained by averaging over an initial Boltz-
distribution of kinetic and rotational energies:

\[ k_{v_a v_b \rightarrow v'_a v'_b}(T) = \sqrt{\frac{8k_B T}{\pi \mu}} \left( \frac{T_0}{T} \right)^3 \int_{\varepsilon_{\min}}^{\infty} \sigma_{v_a v_b \rightarrow v'_a v'_b}(U) \exp \left[ -\frac{U}{k_B T} \right] d\left( \frac{U}{k_B T} \right) \]  

(15)

where \( \mathcal{U} \) is the symmetrized effective energy \( \mathcal{U} = U + \frac{1}{2} \Delta E + \Delta E^2/16U \), with \( E \) being the total energy and \( \Delta E = E_{v'_a} + E_{v'_b} - E_{v_a} - E_{v_b} \) being the energetic balance.

### 3.2 Semiclassical calculations

A first comparison of the SC RC values obtained on the MF PES can be carried out with those obtained on GB1\(^{12}\) at \( T = 300 \) K (see Table 2). The total number \( N_t \) of integrated trajectories, sufficient to assure numerical convergence of the calculated vibrational amplitudes and cross-sections for each considered value of \( U \) in the interval \( 0.025 - 7.440 \) eV, was found to be 1000. From the calculated cross sections the detailed RC \( (k_{v_a v_b \rightarrow v'_a v'_b}(T) \text{ when possible}) \) indicated for sake of brevity as \( (v_a, v_b | v'_a, v'_b) \) obtained by averaging over the relevant cross sections. In the Table, SC RCs for vibrational energy transfer from \( O_2(v_a = 13, 19, 25) + N_2(v_b = 0) \) to \( O_2(v'_a) + N_2(v'_b) \) are shown. It is worth to point out here that the MF and the GB1 SC results for V-V and V-T transitions differ appreciably (with those calculated on MF being on average one order of magnitude smaller than the ones calculated on GB1).

**Table 2**: SC GB1 (upper row) and MF (lower row) rate coefficients (in cm\(^3\) s\(^{-1}\)) at \( T = 300 \) K

<table>
<thead>
<tr>
<th>( v_a, v_b )</th>
<th>( v'_a = v_a - 2 )</th>
<th>( v'_a = v_a - 1 )</th>
<th>( v'_a = v_a - 1 )</th>
<th>( v'_a = v_a - 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v'_b = v_b + 1 )</td>
<td>( v'_b = v_b )</td>
<td>( v'_b = v_b + 1 )</td>
<td>( v'_b = v_b )</td>
<td></td>
</tr>
<tr>
<td>13,0</td>
<td>5.9(-16)</td>
<td>3.5(-16)</td>
<td>4.0(-20)</td>
<td>8.0(-19)</td>
</tr>
<tr>
<td></td>
<td>4.5(-16)</td>
<td>9.6(-17)</td>
<td>3.7(-21)</td>
<td>8.1(-20)</td>
</tr>
<tr>
<td>19,0</td>
<td>5.1(-15)</td>
<td>3.3(-15)</td>
<td>1.4(-20)</td>
<td>1.5(-17)</td>
</tr>
<tr>
<td></td>
<td>2.5(-15)</td>
<td>9.9(-16)</td>
<td>5.0(-22)</td>
<td>1.5(-18)</td>
</tr>
<tr>
<td>25,0</td>
<td>4.2(-16)</td>
<td>1.6(-14)</td>
<td>4.7(-21)</td>
<td>2.3(-16)</td>
</tr>
<tr>
<td></td>
<td>1.0(-16)</td>
<td>7.9(-15)</td>
<td>3.0(-22)</td>
<td>2.7(-17)</td>
</tr>
</tbody>
</table>

Such comparison when extended to higher temperatures (see Table 3 for the SC RC
values computed at $T = 1000$ K) confirms again that SC RCs computed on GB1 are larger than those computed on MF (almost, on the average, one order of magnitude) and show that V-T transitions (second and last columns) are at least one order of magnitude more efficient than V-V ones.

Table 3: SC GB1 (upper row) and MF (lower row) rate coefficients (in cm$^3$ s$^{-1}$) at $T = 1000$ K

<table>
<thead>
<tr>
<th>$v_a, v_b$</th>
<th>$v'_a = v_a - 2$</th>
<th>$v'_a = v_a - 1$</th>
<th>$v'_a = v_a - 1$</th>
<th>$v'_a = v_a - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v'_b = v_b + 1$</td>
<td>13,0 4.7(-15) 3.3(-13) 7.4(-16) 8.5(-15)</td>
<td>2.2(-15) 6.1(-14) 3.0(-17) 5.6(-16)</td>
<td>19,0 2.2(-14) 1.3(-12) 3.7(-16) 5.0(-14)</td>
<td>7.3(-15) 3.0(-13) 1.5(-17) 6.7(-15)</td>
</tr>
</tbody>
</table>

3.3 A comparison with experimental data

The computed values of the $O_2(v_a) + N_2(v_b = 0) \rightarrow O_2(v'_a = v_a - 2) + N_2(v'_b = 1)$ SC RC can be suitably plotted as a function on $v_a$ so as to illustrate the efficiency of vibrational state specific near resonant V-V processes. This is, indeed, what is shown in Fig. 3 where related SC RCs computed both on GB1 and MF are plotted together with the corresponding experimental results of Ref. 36. It is noteworthy to point out here that not only the SC RCs calculated on MF are smaller than the ones calculated on GB1 but they appear significantly smaller than the quoted experimental results. The points here to understand are therefore (a) why MF results are systematically smaller than the GB1 ones, and (b) why theoretical results are systematically smaller than experimental data.

As to item (a) it is instructive to inspect the convergence process of the calculation of the cross section of Eq. 14. It shows that the main contributions to it come on GB1 at distances larger than on MF. This is in line with the fact that, as shown in Fig. 2, the repulsive wall of the GB1 PES is located at larger distances and even a simple hard sphere model (assuming
Figure 3: Comparison between the $\text{O}_2(v_a) + \text{N}_2(v_b = 0) \rightarrow \text{O}_2(v'_a = v_a - 2) + \text{N}_2(v'_b = 1)$ SC rate coefficients at $T = 300$ K calculated on and MF with corresponding experimental results of Ref. 36.
that the quasi resonant V-V transfer occurs at the collision turning point) would give a difference between the GB1 and the MF cross section of about 30%. Such rationalization is supported by the plot of the SC RC as a function of \( T \) in the interval of temperature ranging up to 1000 K (see Fig. 4). The Figure clearly shows that the GB1 V-V transfer is systematically larger than the MF ones (though it lowers as \( T \) decreases as already found for \( N_2 + N_2 \) in Ref. 10)

As to item (b) a first point to make is that the \( v_a = 19 \) process, \( O_2(v_a = 19) + N_2(v_b = 0) \rightarrow O_2(v'_a = 17) + N_2(v'_b = 1) \), is near resonant (while the other V-V processes and the V-T ones are not). For this process it is maintained in ref. 12 that, at the temperature of the considered experiment, V-T transitions are expected to be negligible (though about two times more efficient than those of pure oxygen). Despite that, V-T related RCs have been used to the end of working out a value of the V-V ones.\(^{36}\) Critical to this is the fact that, in the above quoted papers, mention is made not only to a significant increase of the V-T contribution to vibrational quenching for the above transition, as temperature increases (especially at higher \( v \) values) but also to the fact that such contribution is more than appreciable already at 300 K. Despite the fact that the author of ref. 12 attributes the discrepancy between theory and experiment to an inadequacy of the used PES, the lack of reactive channels in both GB1 and MF makes the best of the experimental data available. After all, the fact that a more reliable PES (such as the MF one that is solidly based on ab initio calculations and a multiproperty analysis) leads to a lower V-V RC makes it reasonable the conclusion that the real value of the related rate coefficient should be smaller.

A case for further comparison of theoretical and experimental data is given by the SC calculations performed at low vibrational states, namely involving molecules in the \( v = 0 \) and 1 initial states. Table 4 shows the temperature evolution of the SC RCs for the lowest single quantum V-V and V-T transitions calculated using Eq. 15 and adopting the collisional approach on MF. Also these results further confirm that SC calculations give RC estimates smaller than those of the experiment.\(^{37}\) In particular, the RC of the V-V \( O_2(v_a = 1) + \)
Figure 4: SC rate coefficients calculated on GB1 and MF at $v_a = 13$ and 19 plotted as a function of temperature.
\( \text{N}_2(v_b = 0) \rightarrow \text{O}_2(v_a' = 0) + \text{N}_2(v_b' = 1) \) exchange process at \( T = 800 \text{ K} \) is estimated from the experiment to be 7.27 \((-16) \text{ cm}^3 \text{ s}^{-1} \) while its calculated value is 3.91 \((-23) \text{ cm}^3 \text{ s}^{-1} \). Yet, as found also for the larger \( v \) transitions already considered, the SC RC for the \( \text{O}_2(v_a = 0) + \text{N}_2(v_b = 1) \rightarrow \text{O}_2(v_a' = 0) + \text{N}_2(v_b' = 0) \) transition that contributes to the V-T process, is five orders of magnitude larger. This allows us to conclude that the underestimation of the experimental data is mainly due to the fact that the phenomenological equation proposed in Ref. 37 is dominated by non V-V processes.

**Table 4: SC MF rate coefficients (in \( \text{cm}^3 \text{ s}^{-1} \)) for some \((v_a, v_b|v_a', v_b')\) transitions involving lowest vibrational states**

| \( T/\text{K} \) | \((0,1|1,0)\) | \((1,0|0,1)\) | \((0,1|0,0)\) |
|-----------------|-----------------|-----------------|-----------------|
| 300             | 4.61(-25)       | 1.13(-26)       | 5.19(-21)       |
| 500             | 9.26(-25)       | 9.99(-26)       | 3.03(-20)       |
| 700             | 8.44(-24)       | 1.72(-24)       | 2.72(-19)       |
| 800             | 3.91(-23)       | 9.74(-24)       | 7.17(-19)       |
| 1000            | 6.94(-22)       | 2.28(-22)       | 3.76(-18)       |
| 2000            | 1.83(-18)       | 1.05(-18)       | 5.10(-16)       |
| 3000            | 7.65(-17)       | 5.28(-17)       | 6.46(-15)       |
| 5000            | 4.96(-15)       | 3.97(-15)       | 1.02(-13)       |
| 7000            | 4.70(-14)       | 4.00(-14)       | 5.07(-13)       |

4. **Additional dynamical studies**

To the end of extending the domain of the investigation of the energy transfer mechanisms to higher vibrational states and temperatures, we resorted into using massive QCT calculations which are easily implementable on the Grid. QCT calculations, in fact, have been already shown to be able to fully exploit the enhanced grid capacity of GEMS\(^{38-12}\) and to be able to cut the average computing time of a factor equal to half the number of nodes used.
4.1 Quasiclassical trajectory calculations

As to the QCT results, a preliminary comment is in order to motivate why we made these additional calculations. The key reason is, as mentioned above, the wish of going beyond the memory and compute time limitations affecting SC approaches. This is particularly true when pushing the calculations to higher vibrational states closer to dissociation (it is important to emphasize here the fact that this has also dictated the adaptation of the bond-bond functional formulation of the MF PES aimed at accurately describe the stretching of the diatomic bonds up to the dissociation limit), extend the temperature to higher values and increase the number and size of the compute tasks distributed on the Grid for massive calculations to the end of producing complete tables of state to state RCs for use by sophisticated molecular simulations.

In this perspective we carried out on the mentioned PESs (MF and GB1) massive QCT calculations using the VENUS program.\textsuperscript{43} This was after all the original motivation for designing GEMS from the very beginning and for its recent specialization in simulating the measured signal of Crossed Molecular Beam (CMB) experiments using classical mechanics means.\textsuperscript{44} CMB experiments are performed using narrow distributions of reactant collision energy around its nominal value and a selected set of rovibrational states. Accordingly the theoretical and computational apparatus is targeted to estimate the product number density associated with a given set of initial conditions. This quantity can be evaluated directly if one knows the experimental machine setting and we have developed in Perugia single stream procedures standardizing the offer of related services on the web.\textsuperscript{38–42,44} The procedure relies on (partially) the interconnecting of theoretical predictions with the measured signal thanks to the support of automated workflows allowing the coordinated usage of several packages. It also relies on the community supported access to a vast quantity of distributed compute resources. All this has become feasible thanks to the support of the European Grid Infrastructure (EGI)\textsuperscript{45} and well fits with its Service Oriented Architecture (SOA)\textsuperscript{46} philosophy. In particular, the use of VENUS in the DYNAMICS module of GEMS for the
The purpose of the present paper is particularly appropriate because the code is ideally suited for distributing massive trajectory calculations.

The calculated quantities are the inelastic vibrational state-to-state rate coefficients $k_{v_a v_b \rightarrow v'_a v'_b}(T)$:

$$k_{v_a v_b \rightarrow v'_a v'_b}(T) = \sqrt{\frac{8k_B T}{\pi \mu}} \frac{\pi b_{\text{max}}^2 N_{v_a v_b, v'_a v'_b}}{N_{v_a v_b}}$$

(16)

where $k_B$ is the Boltzmann constant, $\mu$ is the reduced mass of the system, $\pi b_{\text{max}}^2 N_{v_a v_b, v'_a v'_b}/N_{v_a v_b}$ is the QCT cross section with $b_{\text{max}}$ being the maximum value taken by the impact parameter and $N_{v_a v_b, v'_a v'_b}$ being the subset of the total number of trajectories $N_{v_a v_b}$ computed starting from states $v_a$ and $v_b$ and ending into states $v'_a$ and $v'_b$.

At low vibrational numbers QCT calculations with O$_2$ and N$_2$ molecules vibrationally excited do not show appreciable vibrational energy transfer probability. In fact, out of 50 millions trajectories run for both O$_2(v = 1) +$ N$_2(v = 0)$ and O$_2(v = 0) +$ N$_2(v = 1)$ at 300 K none of them were found to be effective in transferring vibrational energy. This did set in these cases a bottom value (of 6.6($-18$) cm$^3$ s$^{-1}$) below which no QCT RCs could be computed. This limit of QCT techniques does not allow to estimate smaller energy transfer RCs.

### 4.2 Quasiclassical versus semiclassical calculations

For higher vibrationally excited colliding molecules it is, however, still meaningful to perform systematic QCT calculations. This is indeed what we did for O$_2$ molecule having $v_a = 13, 19$ and $25$ colliding with the N$_2$ molecule in its ground vibrational state, $v_b = 0$, on the GB1 and MF PESs. Initial collisional energies and rotational states (including the different degeneration for even and odd states of the N$_2$ molecule due to the nuclear spin of the nitrogen atom) were instead selected according to the Boltzmann distribution at the considered temperature $T$. The temperature values considered were $T = 300$ and $1000$ K. At $T = 300$ K 100 millions of trajectories were run for each $v_a$ initial value while at
$T = 1000$ K 50 millions of trajectories were run at $v_a = 13$ and 20 millions at $v_a = 19$ and 25. No vibrational transitions as a result of the collision were found for the N$_2$ molecule, confirming the inadequacy of the QCT method for evaluating vibrational energy exchange at low vibrational number and temperatures.

RC values computed at $T = 300$ K show that the QCT treatments lead to no vibrational energy transfer for $v_a = 13$ on both GB1 and MF PESs. For $v_a = 19$, instead, only on GB1 a single quantum transition is detected and its value is almost two order of magnitude smaller than the related SC one ($4.9(-17)$ versus $3.3(-15)$ cm$^3$ s$^{-1}$, see Table 2). This further confirms the previously commented higher V-V exchange efficiency when the repulsive wall of $V_{inter}$ is displaced to larger distances. As the initial vibrational excitation of O$_2$ increases up to $v_a = 25$ the agreement between QCT and SC calculations improves on GB1 ($9.2(-15)$ versus $1.6(-14)$ cm$^3$ s$^{-1}$ for the (25,0|24,0) transition and $3.0(-17)$ versus $3.3(-16)$ cm$^3$ s$^{-1}$ for the (25,0|23,0) transition). Moreover, at $v_a = 25$, a single quantum vibrational deexcitation is found on MF even though the QCT RC is significantly smaller than the related SC value ($2.9(-16)$ versus $7.9(-15)$ cm$^3$ s$^{-1}$).

$T = 1000$ K QCT RCs computed on both the GB1 and MF PES are shown in Table 5. The same values are also plotted in Figure 5 together with the related SC ones computed on both GB1 and MF. As apparent from the Figure, QCT results reasonably well reproduce the behavior of the SC ones. In fact, single quantum vibrational deexcitation (upper panel of the Figure) SC and QCT RCs calculated on GB1 show a good agreement at $v_a = 13$ and this agreement worsens as $v_a$ increases while on MF the QCT RC well reproduces the SC one at $v_a = 19$ underestimating (overestimating) the SC value at $v_a = 13$ ($v_a = 25$). It is worth to note that the dependence of the single quantum vibrational deexcitation RC on the initial vibrational excitation of O$_2$ calculated using the QCT method is slightly larger than that found on the SC results for both GB1 and MF PESs, being the former rates larger, as already mentioned. The conclusions found for the single quantum vibrational deexcitation of O$_2$ can be extended to the double quantum vibrational deexcitation (lower panel of the
Figure) even though in this case the discrepancies between the QCT and SC RCs are larger due to the smaller values of the QCT RCs.

Table 5: QCT GB1 (upper row) and MF (lower row) rate coefficients (in cm$^3$ s$^{-1}$) at $T = 1000$ K

<table>
<thead>
<tr>
<th>$v_a, v_b$</th>
<th>$v'_a = v_a - 1$</th>
<th>$v'_a = v_a - 2$</th>
<th>$v'_b = v_b$</th>
<th>$v'_b = v_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13,0</td>
<td>3.3(-13)</td>
<td>8.5(-15)</td>
<td>6.1(-14)</td>
<td>5.6(-16)</td>
</tr>
<tr>
<td>19,0</td>
<td>2.2(-14)</td>
<td>5.0(-14)</td>
<td>7.3(-15)</td>
<td>3.0(-13)</td>
</tr>
<tr>
<td>25,0</td>
<td>1.2(-14)</td>
<td>3.5(-12)</td>
<td>3.1(-15)</td>
<td>1.1(-12)</td>
</tr>
</tbody>
</table>

4.3 Quasiclassical results scaling

The enhanced features of GEMS enabling massive runs of distributed QCT calculations offers the advantage of obtaining in short times the full batch of results needed for implementing accurate complex molecular simulations. Accordingly, once aware of the limits of acceptability of QCT calculations, we investigated the possibility of figuring out scaling rules for an automatic usage of the results collected from massive grid calculations by merging information obtained from different computational tasks.

For illustrative purposes, we discuss here in some detail the $T = 1000$ K case of both GB1 and MF results. As already mentioned at $T = 1000$ K QCT results become reliable enough to allow an analysis (see Fig. 6) of the O$_2$ molecule multiquantum vibrational transitions (with no vibrational excitation of the N$_2$ molecule). As apparent form the Figure the rate coefficients for the vibrational excitation of O$_2$ are non negligible. In fact, for $v_a = 19$ and 25 (and even for $v_a = 13$) the single vibrational excitation rate is as high as 50% of the related deexcitation value. Indeed, for the double quantum vibrational excitation when initially O$_2$ is in $v = 19$ and 25 RCs are approximately 30% larger than the corresponding double deexcitation value.
Figure 5: SC and QCT rate coefficients at $T = 1000$ K calculated on GB1 and MF for single (upper panel) and double (lower panel) quantum vibrational deexcitation of the process $\text{O}_2(v_a) + \text{N}_2(v_b = 0) \rightarrow \text{O}_2(v'_a) + \text{N}_2(v'_b = 0)$
Figure 6: QCT rate coefficients at $T = 1000$ K calculated on GB1 and MF for multiquantum vibrational excitation and deexcitation of the process $O_2(v_a) + N_2(v_b = 0) \rightarrow O_2(v'_a) + N_2(v'_b = 0)$
This singles out how important is the lesson one can take home from the detailed inspection of Fig. 6: using the GEMS grid workflow it is easy to pile up in a database the most accurate possible QCT RC values and exploit the related scaling rules to build more accurate (like the SC or even full quantum when possible) set of estimates. RC plots show, in fact, a nice smooth asymmetric gaussian-like shape that can be easily parametrized as a function of the the initial and final vibrational state as well as of temperature and then applied to quantum and SC data. These scaling rules are at present being automated also for similar diatom-diatom systems.

5 Conclusions

The use of a synergistic approach to the computational study of molecular processes presented in this paper has shown to be challenging and fruitful for several reasons. The first reason is that the cooperative model of the GEMS scheme allowed us to complement each other our research experience and expertise in an a workflow articulated fashion. The construction of the PES sprouted out from the combined usage of ab initio calculations, detailed scattering data and iterative optimization of the parameters of a suitable functional formulation of the potential. The second reason is that the comparison of the dynamical outcomes, computed on two PESs using a well consolidated semiclassical and quasiclassical techniques, and their rationalization as well in terms of both a long range attractive tail and a repulsive wall of the used PES, provided us with a support that enabled to infer that measurements are highly affected by V-T contributions. The third reason is that the comparative analysis of the SC and QCT RC values computed on the optimized MF PES, while setting precise limits to the usability of classical mechanics treatments, opens a huge field of applicability to the realistic modeling of complex gas phase systems thanks developing scaling rules through which feed estendend detailed data bases of RCs. Furthermore the specific study of the O$_2$ + N$_2$ collisional vibrational energy exchange processes reported here will serve as a basis for
extending the use of GEMS to the investigation of systems containing vibrationally excited oxygen and nitrogen molecules for their relevance in phenomena occurring in aerospace, in could plasmas and in the upper atmosphere, where for example they can compete with the collisions $O + O_2^{47}$ in the spacecraft reentry to Earth or with the $e^- + O_2 + N_2 \rightarrow O + N_2$ three body electron attachment, an important process of electron removal in the earth atmosphere.\textsuperscript{48}
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