DEVELOPMENTAL INSTABILITY AS A MEANS OF ASSESSING STRESS IN PLANTS: A CASE STUDY USING ELECTROMAGNETIC FIELDS AND SOYBEANS
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Developmental instability is often assessed using deviations from perfect bilateral symmetry. Here, we review the literature describing previous studies, suggest mechanisms that may account for both the generation and disruption of bilateral symmetry, and examine the influence of electromagnetic fields on the asymmetry of soybean leaves. Leaves from plants under high-voltage power lines generating pulsed magnetic fields of <3 to >50 mG were more asymmetrical for two parameters (the terminal leaflet widths and lateral rachilla lengths) than leaves of plants even 50 or 100 m away from power lines. This asymmetry could not be attributed to either size scaling or measurement error.
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Introduction

Symmetry

Symmetry is an important concept in science and in botany in particular. Floral symmetry is used by taxonomists to classify angiosperms. Floral symmetry also influences the behavior of pollinators. For example, zygomorphy constrains pollinators to a given orientation when they approach flowers (Faegri and Van der Pijl 1966). Clearly both the generation and breaking of symmetry have profound impacts on the functioning of plants. It is the breaking of symmetry that leads to polarity. In the absence of polarity, leaves, meristems, and reproductive structures will not develop normally. Recently, molecular geneticists have begun to identify the genes whose products are normally involved in symmetry breaking. PHANANTASTICA (Waite et al. 1998) has been shown to play a role in determining both the proximodistal axis and the dorsoventral axis of lateral organs of Antirrhinum. McConnell and Barton (1998) found that PHABULOSA mutants cause both the upper and lower layer of leaves to develop adaxial features. These leaves often were radially symmetrical and failed to form blades. Similarly, Sessions et al. (1997) demonstrated that ETTIN plays a role in determining the polarity of the pistil in Arabidopsis. The biochemical and physical mechanisms by which these transcripts break symmetry have yet to be elucidated, though interactions with hormones may play a role. Left unanswered is how bilateral symmetry is either established or broken in plants. Almost by the absence of comment, the model seems to be that genetic factors determine two axes of polarity and that symmetry is preserved about the third axis by default. Why should two leaflets on opposite sides of a compound pinnate leaf arise at virtually the same place and grow to equal lengths?

Growth in plants involves both cell division and cell elongation. Cell division occurs in meristematic areas, e.g., at the tips and along the margins of leaves. In some species, cells in the blades of leaves also divide (D. C. Freeman, personal observation). If leaves or leaflets are to develop symmetrically, then cell division by meristematic cells must be regulated. Cell division has long been known to respond to a variety of plant hormones; gibberellins have been shown to “stimulate cells in the G1 phase to enter the S phase” (Salisbury and Ross 1992). Similarly, cytokinins have long been known to enhance cell division, while ethylene inhibits cell elongation (Salisbury and Ross 1992). The issue, however, remains one of coordinating the actions of many cells and molecules at a variety of distances and therefore in potentially slightly different environments. This coordination may involve both genetic and epigenetic factors.

The work of Lindenmayer (1968), Meinhardt (1982), Graham et al. (1993a), and Prusinkiewicz et al. (1996) on pattern formation strongly indicates that nonlinear feedback along biochemical pathways is involved. This feedback often leads to oscillatory behaviors. It is the inherent time lags and interplay among promoters, substrates, and inhibitors that causes these oscillations. Graham et al. (1993a) suggest that bilateral symmetry results from eventual phase locking of these oscillations on the two sides of the leaf. Time lags and the inherent dynamics of the system may preclude complete convergence of the two sides (Graham et al. 1993a). Thus, some small amount of error is to be expected simply from the dynamics of the system. However, all these treatments are mathematical; direct experimentation has not yet occurred.

Fluctuating asymmetry (random deviations in bilateral symmetry) has long been of interest to biologists because it is believed to indicate how well or poorly the genetic program for development has been followed. In brief, fluctuating asym-
metry is believed to be indicative of developmental instability (see Zakharov 1989; Parsons 1990, 1992; Zakharov and Graham 1992; Markow 1993; Tracy et al. 1995; Freeman et al. 1996 for general reviews). Theoretically, symmetry is believed to represent the optimal phenotype for a variety of traits. Consequently, deviations from perfect symmetry may indicate how well organisms are adapted to the environment in which they were reared. Where asymmetry is the normal condition, such as the human heart, the departure from the normal allometric relationship can be used (Graham et al. 1998). Thoday (1958) showed that in Drosophila melanogaster, the difference between the left and right number of sternopleural chaetae decreased as populations of flies adapted to suboptimal temperatures. Similarly, Beardmore and Levine (1963) found that difference between left and right wing length declined as populations of Drosophila pseudoobscura adapted to laboratory conditions.

More recent work has shown that environmental stress increases asymmetry in a variety of organisms. For example, Graham et al. (1993b) examined the asymmetry of black locust leaves at several distances away from an ammonia production and storage facility in Ukraine. They found that asymmetry declined with distance. Freeman et al. (1993) report similar results for a variety of plant populations around chemical production facilities in Russia and Ukraine. Wilsey et al. (1998) found higher levels of fluctuating asymmetry in leaves from birch plants at higher elevations, while Kozlov et al. (1996) found higher levels of asymmetry near metal smelters. Moreover, the greater the amount of pollutants, the larger the affected area. Mara (1995) found that leaves of red maple trees infected with mites were more asymmetrical than leaves of trees that were not infected. This pattern held true even if the leaves from the infected tree were not themselves infected. Thus, the response appears to be a whole plant response, i.e., multiple modules may interact and thus be affected. Möller (1995) reports similar results for leaf miners on elm leaves. Zvereva et al. (1997) found that as leaf fluctuating asymmetry increased, the performance of leaf beetles that fed upon the leaves declined. Thus, the general notion that fluctuating asymmetry can be used to assess the quality of the individual may have merit—at least from the perspective of leaf beetles. Competition is a well-known plant stressor. Using clones of poplars, Reitig et al. (1997) have shown that fluctuating asymmetry increases with increased competition.

Because plants have repeated modules, fluctuating asymmetry can even be used to monitor stress within an individual. Cowart and Graham (1999) found that the outer leaves of the canopy of Ficus carica were more asymmetrical than leaves within the canopy. Outer leaves are subjected to higher levels of stress from temperature, light, and desiccation. There is also a vast literature documenting similar results for animals subjected to a wide variety of stressors (see Zakharov 1989; Parsons 1990, 1992; Graham et al. 1993b; Tracy et al. 1995 for reviews).

Fluctuating asymmetry has been repeatedly used to assess the degree to which hybridization disrupts coadapted gene complexes and thus potentially leads to reductions in fitness. Many hybrids are more asymmetrical than the parental populations (Graham 1992; Wilsey et al. 1998 for examples). In other cases, hybrids are intermediate between the parental taxa (Graham 1992; Freeman et al. 1995; Dosselman et al. 1998). In the latter cases, the hybrids appear to be adapted to unique habitats to which the parental taxa were not adapted. Alibert (1997, 1999) found that hybrids could even be more developmentally stable than the parental taxa.

Recently, there has been considerable debate among behavioral biologists over the role of symmetry in sexual selection. While much of the debate concerns animals, Möller and Eriksson (1995) report that pollinators prefer symmetrical flowers. So the degree of floral symmetry may play a role in pollinator preferences.

Deviations away from other types of symmetry have also been used to assess developmental instability. For example, Graham et al. (1993b) and Freeman et al. (1993) have ex-

![Fig. 1 Diagram of soybean leaf showing the parameters measured.](Image 58x95 to 296x342)

**Table 1**

<table>
<thead>
<tr>
<th>Trait</th>
<th>Size</th>
<th>Asymmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral rachilla length (LRL)</td>
<td>(B + C)/2</td>
<td>B – C</td>
</tr>
<tr>
<td>Lateral leaflet length (LLL)</td>
<td>(E + F)/2</td>
<td>E – F</td>
</tr>
<tr>
<td>Terminal leaflet width</td>
<td>(G + H)/2</td>
<td>G – H</td>
</tr>
<tr>
<td>Lateral leaflet top (LLT)</td>
<td>(I + K)/2</td>
<td>I – K</td>
</tr>
<tr>
<td>Lateral leaflet bottom (LLB)</td>
<td>(J + L)/2</td>
<td>J – L</td>
</tr>
<tr>
<td>Terminal leaflet width (LLW)</td>
<td>(I – J and K – L)</td>
<td>...</td>
</tr>
<tr>
<td>Terminal rachis length</td>
<td>A</td>
<td>...</td>
</tr>
<tr>
<td>Terminal leaflet length</td>
<td>D</td>
<td>...</td>
</tr>
</tbody>
</table>

Note. See fig. 1 to identify the parameters measured.
amine deviations from radial, translational (with scaling), and self (fractal) similarities. Individuals in more stressed environments were consistently more asymmetrical. Alados et al. (1998a, 1998b) have used a variety of scaling techniques related to fractals to examine both ecological and evolutionary problems. In this case, the error about the allometric relationships indicates developmental instability. Alados et al. (1998a) reported greater developmental instability in palatable plants at low and high levels of grazing, while moderately grazed palatable plants had the lowest levels of developmental instability. Unpalatable species, or grasses that were dormant during the grazing period, showed the lowest level of developmental instability under the highest grazing treatment and the highest level of developmental instability under the lowest grazing treatment. As the competitors of these grasses were being grazed, it seems reasonable to infer that developmental instability, as a measure of stress, should be inversely related to grazing for species not grazed, as Alados et al. (1998b) found. In their study of *Teucrium lusitanicum*, Alados et al. (1998b) found that male sterile individuals exhibited greater developmental instability than did plants with perfect flowers. Male sterile plants are more likely to have recently evolved and thus may not be as developmentally stable.

Not all measures of developmental instability are equally sensitive. Anne et al. (1998) examined several measures of developmental instability in soybeans (*Glycine max* L.) across a salinity gradient ranging from 0 to 9 g/L NaCl. Fluctuating asymmetry did not differ across the gradient despite the fact that growth, survivorship, and reproduction did differ. However, the standard error in allometric relationships did differ among the treatments (see Alados 1994, 1998a, 1998b for a discussion of the use of allometric relationships as measures of developmental instability). Unlike fluctuating asymmetry, these allometric relationships reflect important functional changes such as the number of leaves per unit stem length and, thus, may be more reliable measures than fluctuating asymmetry.

The degree of asymmetry may not always correlate with stress. Thus, some stressed plants may be as symmetrical as control individuals. However, we know of no case where stressed individuals were more symmetrical than control individuals. So, to some extent, the use of asymmetry as an indicator of stress is a one-sided test. Moreover, the use of asymmetry has another problem. Often the differences between the left and right sides are quite small, and measurement error represents a very real problem that must be estimated (Greene 1984; Palmer and Strobeck 1997; Windig 1998). These problems notwithstanding, using asymmetry to estimate developmental instability and therefore to assess stress has proven informative and reliable.

**Electromagnetic Fields**

Here we use fluctuating asymmetry to address a vexing question. Can electromagnetic fields (EMFs) adversely affect organisms? This question has been of great concern since the early 1980s, when epidemiological studies linked Alzheimer’s disease, breast cancer, leukemia, and brain tumors to extensive EMF exposures (Dieterich 1995). Much of the early controversy centered on the common 60 cycles per second wavelength. Physicists have argued that these wavelengths are simply too long for most organisms to absorb and that even the thermal effects would be very small. Furthermore, they have argued that any signals generated by these EMFs are too weak to physiologically affect cells (Schwan 1985; Adair 1991, 1994). However, recent work has shown that this need not be the case; researchers have identified membrane ion channels that allow for signal amplification via stochastic resonance. These amplified signals are sufficient to alter metabolic processes (Kruglikov and Dertinger 1994; Bezrukov and Vodyanoy 1997; Galvanovskis and Sandblom 1997).
Table 2
Size as Measured by PCA Scores

<table>
<thead>
<tr>
<th>Site</th>
<th>1992</th>
<th>1993</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.67891</td>
<td>−0.22200</td>
</tr>
<tr>
<td>2</td>
<td>0.67448</td>
<td>−0.23141</td>
</tr>
<tr>
<td>3</td>
<td>−0.91559</td>
<td>0.08306</td>
</tr>
</tbody>
</table>

Note. The first eigenvalue (6.06805) accounted for 86.7% of the variance. Positive scores indicate larger leaves.

Table 3
ANOVA Results for the Effect of Distance, Plants, and Interaction on Size in 1992, Using PCA Scores

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean squares</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>2</td>
<td>26.03</td>
<td>15.0</td>
<td>0.000</td>
</tr>
<tr>
<td>Plants within sites</td>
<td>55</td>
<td>1.73</td>
<td>3.50</td>
<td>0.000</td>
</tr>
<tr>
<td>Leaves within plants</td>
<td>59</td>
<td>0.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4
ANOVA Results for the Effect of Site, Plants, and Interaction on Size in 1993, Using PCA Scores

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean squares</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>2</td>
<td>1.28</td>
<td>2.58</td>
<td>0.085</td>
</tr>
<tr>
<td>Plants within sites</td>
<td>57</td>
<td>0.50</td>
<td>3.04</td>
<td>0.000</td>
</tr>
<tr>
<td>Leaves within plants</td>
<td>60</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

On a cellular level, EMFs are known to influence gene expression, membrane dynamics, and cell migration. Uckun et al. (1995) found enhanced levels of tyrosine kinase in cells exposed to EMFs. Goodman et al. (1992) observed that leukemia cells exposed to EMFs quadrupled the steady-state transcript levels of the gene c-myc, which is involved in tumor formation. Petty and his colleagues (Kindzelskii and Petty 1997; Kindzelskii et al. 1997, 1998; Adachi et al. 1998; Petty 2000) have shown that subharmonics, which have even lower frequencies than EMFs, can indeed be absorbed at the subcellular level. If the frequency and phase of the subharmonic match that of cell oscillators (e.g., the NADPH oscillator), then the amplitude of the cell oscillation is increased, and if the phase does not match, then the waves cancel one another to some extent. The physical manifestation of wave addition is that neutrophils exposed to EMFs in phase with the cell’s own oscillation form pseudopods more than three times their normal length. Wave subtraction prevents neutrophils from forming pseudopods. Others report that EMF exposure results in enhanced secretion of melatonin by the pineal gland (Yellon 1996). EMFs may also alter the action of certain drugs (Raloff 1997) and aid in the healing of certain tissues (Lin et al. 1992; Buckwater and Hunziker 1996).

The effects of EMFs on plants have also been investigated. A number of studies report that growth is enhanced by EMF exposure (Krizaj and Velnic 1989). Reed et al. (1993) observed an increase in the trunk diameter of aspen and red maple trees and an increase in the height of red pines located near a 76-Hz antenna relative to a control site 50 km away. Both Smith et al. (1993) and Davies (1996) report increased growth in radish seedlings exposed to a 60-Hz EMF tuned to the ion cyclotron resonance for calcium. However, Potts et al. (1997) attempted to replicate the studies of Smith et al. (1993) and Davies (1996) and found no significant difference in a number of developmental parameters of radish seedlings exposed to EMFs. Furthermore, Magone (1996) identified a reduction in the vegetative growth and life span of the duckweed, Spirodela polyrhiza, grown near a 160-MHz radio frequency EMF. Nevertheless, in a tightly controlled study, Inoue et al. (1985) used a flow-through system to separate the effects of the EMFs from any electrolyte contamination. They found that 60-Hz fields did adversely affect root growth in Pisum sativum L.

The effect of electromagnetic fields on living organisms appears contradictory and is, as a result, controversial (Poole 1990; Anderson 1992a, 1992b; Koifman 1993; Taubes 1993). Laboratory experiments have been unable to replicate field results or even those attained in other labs. Until recently, laboratory studies also failed to recreate conditions that might offer a mechanistic explanation for epidemiological results (Adair 1992; Aldrich 1992; Blackman and Most 1993; Brent et al. 1993; Blackman and Blanchard 1994; but see Kindzelskii and Petty 1997; Kindzelskii et al. 1997, 1998; Adachi et al. 1998; Petty 2000). The reason for these varied results may be due to the mechanism by which EMFs influence cells. The work on neutrophils indicates that the response of the cells was contingent on not only the wavelength and amplitude but also on how well the exogenous EMF matched the phase of the cell’s own oscillators. The matching of phase is an uncontrolled but critical aspect in most studies and, as the neutrophil work shows, matched versus unmatched phase gives opposite results (Kindzelskii and Petty 1997; Kindzelskii et al. 1997, 1998; Adachi et al. 1998; Petty 2000). The Ion Parametric Resonance Model also provides an explanation for the variable results. Blackman and Blanchard (1994) found that rat cells varied in their physiological response when exposed to a broad spectrum of EMF intensities and frequencies including the earth’s magnetic field. They found that AC and DC fields in combination alter the way that ions function, thereby affecting the efficiency of enzymes. Slight variations in the response of ions can result in an inconstant enzymatic production, which can drastically alter morphology and growth. Both of these models support the contention that EMFs affect biological systems. However, the issue remains as to whether or not EMFs affect organisms under the less optimal conditions found in nature.

We investigated the use of developmental instability as a means of assessing the effects of EMFs on plants, specifically soybeans. Whether EMFs influence cell communication by ion channel resonance or normal cell oscillators, they have the potential to disrupt the regulation of plant growth independent of whether or not the phase matches those of internal oscillators.

Material and Methods

Soybeans were grown underneath and at 50-m and 100-m distances from a high-voltage power line (675 kV) near Wa-
pakoneta, Ohio. The high-voltage transmission line is owned by the American Power Company. Plants were collected in 1992 and 1993 from two fairly level agricultural fields maintained by local farmers. The field sampled in 1992 sloped slightly toward the line, while the one sampled in 1993 sloped slightly away from the line. Two leaves were collected from each of 20 individuals at each distance per site. To estimate measurement error, we replicated the measurements on two leaves per plant for a subsample of eight plants.

We chose to work with plants because, unlike animal development, plant development does not involve cell migration. Rather, plants grow by adding cells to previous cells. If EMFs influence cell migration, then the most affected embryos are not apt to survive, biasing the results in favor of the least impacted individuals. In contrast, plants should demonstrate the effects of altered development because new growth is added to old growth. Glycine max L. was selected because it is cleistogamous, highly genetically homozygous, and uniform within a variety. Normal regulation results in a compound leaf that is bilaterally symmetrical about the long axis of the leaf but asymmetrical around the major lateral vein (fig. 1).

Leaf Size

Twelve leaflet and petiole dimensions were measured on each leaf (fig. 1). These were used to generate seven measures of trait size (table 1).

Leaf Asymmetry

Ten paired-leaflet and petiole dimensions were used to generate six measures of asymmetry (table 1). In five of the traits (LRL, LLL, TLW, LLT, and LLB), we measured asymmetry with respect to the main rachis of the leaf. In the sixth trait (LLW), we measured asymmetry with respect to the rachilla of the lateral leaflets. LLW exhibited strong directional asymmetry, while the other five traits exhibited fluctuating asymmetry.

Field Strength

We measured the magnetic field strength using an LDJ model 101B gauss meter; electric field strength was measured using a TriField meter. Field strengths were measured at 75 cm above the ground. All measures were perpendicular to the transmission lines.

### Table 5

Mean, Skew, and Kurtosis for Five Measures of Trait Asymmetry

<table>
<thead>
<tr>
<th>Site trait</th>
<th>Mean</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>LSL .......</td>
<td>0.0412</td>
<td>0.0139</td>
<td>0.0060</td>
</tr>
<tr>
<td>LLL .......</td>
<td>0.0116</td>
<td>−0.0073</td>
<td>0.0003</td>
</tr>
<tr>
<td>TLW .......</td>
<td>0.0047</td>
<td>0.0172*</td>
<td>−0.002</td>
</tr>
<tr>
<td>LLT .......</td>
<td>−0.0019</td>
<td>0.0011</td>
<td>−0.0009</td>
</tr>
<tr>
<td>LLB .......</td>
<td>−0.0108</td>
<td>−0.0231</td>
<td>−0.0004</td>
</tr>
</tbody>
</table>

* *P < 0.05 by sequential Bonferroni test.

### Table 6

MANOVA Results of Log and Box-Cox Transformed Asymmetries of 1992 Soybean Data

<table>
<thead>
<tr>
<th>Source</th>
<th>Wilk’s λ</th>
<th>F</th>
<th>df</th>
<th>df</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance ..........</td>
<td>0.27226</td>
<td>2.7493</td>
<td>10.0</td>
<td>30.0</td>
<td>0.016</td>
</tr>
<tr>
<td>Plant (distance)</td>
<td>0.12947</td>
<td>1.46946</td>
<td>95.0</td>
<td>267.35</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Note. The dependent variables are LRL, LLL, TLW, LLT, and LLB.

### Soil Chemistry

Because of the high field strength, ions in the soil could potentially migrate and thus confound the results. To assess this, we analyzed the elemental concentrations of Ca, Cu, Fe, K, Mg, Mo, Na, Pb, Se, or Zn in soils from each distance. With the exceptions of Na, Se, and Pb, these are all essential plant elements (Salisbury and Ross 1992). Some plants do require Na and Se (Salisbury and Ross 1992), though we have been unable to determine if soybeans have such a requirement. Lead was assessed because it is a potential toxicant.

Six soil samples (ca. 100 g each) were randomly collected from each distance. Samples were stored in polyethylene bags for transport. Soils were air dried for 4 d, ground with a mortar and pestle, and passed through a 1.4-mm sieve. Half the sieved sample was used for pH determination, while the other half was ground further and passed through a 0.5-mm sieve in preparation for elemental analyses. Soil pH was determined by adding 25 mL of Ultra Pure distilled-deionized water to each sample, shaking the sample for 15 min, and then measuring pH using an Orion 611 pH meter.

### Elemental Analyses

Elemental extraction followed Soltanpour (1991), i.e., 10 g of soil were extracted using 1.0 M ammonium bicarbonate and 0.005 M diethyleneaminepentacetic acid (AB-DPTA). Samples were shaken on an environ-shaker at 180 cpm for 15 min. They were centrifuged at 3000 rpm for 10 min. The supernatants were then filtered into 50-mL centrifuge tubes and acidified using 2 mL of concentrated HNO₃. Concentrations were determined using a Leeman Lab inductively coupled argon plasma emission spectrophotometer. A system blank (treated using the same extraction protocol) was run with each sample. Field samples were collected in duplicate; pH measures...
Table 7
Univariate Tests of Significance for the Effect of Site on 1992 Soybean Data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hypothesis mean squares</th>
<th>Error mean squares</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL ......</td>
<td>0.29940</td>
<td>0.02489</td>
<td>12.02827</td>
<td>0.000</td>
</tr>
<tr>
<td>LLL ......</td>
<td>0.00127</td>
<td>0.01424</td>
<td>0.08936</td>
<td>0.915</td>
</tr>
<tr>
<td>TLW ......</td>
<td>0.03937</td>
<td>0.00889</td>
<td>4.42682</td>
<td>0.026</td>
</tr>
<tr>
<td>LLT ......</td>
<td>0.00082</td>
<td>0.01220</td>
<td>0.06756</td>
<td>0.935</td>
</tr>
<tr>
<td>LLB ......</td>
<td>0.02772</td>
<td>0.01522</td>
<td>1.82208</td>
<td>0.189</td>
</tr>
</tbody>
</table>

Note. df = 2, 19

were run in duplicate. Elemental concentrations were run in triplicate.

Statistical Analysis

We first conducted a principal component analysis on the seven measures of trait size. The first principal component is an integrated measure of leaf size (Graham et al. 1998). Separate ANOVAs were then conducted on the component scores of the leaves from each sampling site. Separate MANOVAs were done for measures of asymmetry. We log transformed (base 10) all variables before analysis. For the asymmetry MANOVA, we also used the Box-Cox transformation recommended by Swaddle et al. (1994): $d^* = (\log X - \log \bar{X}) + 0.00005^{0.33}$. This worked well in converting a half-normal distribution into a normal distribution. Data for the 2 yr were analyzed separately. Both designs were hierarchical: sites, plants within sites, and leaves within plants within sites. The error mean square for testing sites is the plant within sites MS. The error mean square for testing plants is the leaves’ MS.

We used LOWESS, a data smooth procedure, to estimate the developmental trajectory of the unidirectionally asymmetric trait (LLW). Field strengths were analyzed using a Kruskal Wallis test, and minerals were analyzed using an analysis of variance.

Results

Field Strengths

The magnetic fields differed among the two sites ($\chi^2 = 4.08, P < 0.050$), but the electric field did not differ ($\chi^2 = 1.85, ns$). At both sites, the electric fields ($\chi^2_{site1} = 25.87, P < 0.001; \chi^2_{site2} = 24.12, P < 0.001, 2 df$) differed significantly with distance away from the transmission line (fig. 2A). The magnetic field also differed significantly with distance

Soil Chemistry

Neither the pH nor the concentration of any of the sampled elements (Ca, Cu, Fe, K, Mg, Mo, Na, Pb, Se, or Zn) differed with distance from the transmission line. Indeed, most F-values were <0.5. Because we measured the concentrations of each sample multiple times, we can compute a coefficient of variation on a per sample basis; this yields a good indication of measurement error. Average coefficients of variation were on the order of 1% of the mean, and in no case did they exceed 3.5% of the mean. Thus, we doubt that the lack of significant differences among sites can be attributed to measurement error.
the variation among distances was again highly significant for asymmetry was 0.000394. There is no indication of non-

to the existence of a hybrid error distribution; measurement error is additive, while leaf dimensions are multiplicative. If measurement error is large enough, it will tend to ameliorate some of the size scaling. In any case, the slight negative size scaling we observed can only make our tests of significance more conservative in 1992, as the plants with the largest leaves were those under the lines in that year.

Despite the contradictory findings on leaf size, a measure of plant growth, developmental instability, was greatest under the lines at both study sites. Moreover, this conclusion is robust and independent of size-scaling problems. Kellogg (1994) conducted a manipulative experiment in which he raised the common bean, Phaseolus vulgaris, directly under and at three distances from a smaller power line. He also found greater asymmetry in the leaves of plants under the power line. C. L. Alados, J. Escos, and J. M. Emlen (unpublished data) also observed a higher level of developmental instability (DI), as estimated in using the error about allometric relationships, in sagebrush ( Artemisia tridentata) grown near a power line relative to the distant control site. However, the exotic species, Salsola kali, was less affected. J. H. Graham, D. Fletcher, J. Tigue, and M. McDonald (unpublished data) examined the effects of electromagnetic fields on Drosophila. They found a decrease in fly size with increasing field strength, but the results for asymmetry measures were significant only for one trait. Deviant phenotypes were more common at the highest field strength but less common than the controls at moderate field strength. Thus, their results may be indicative of hormesis, i.e., a condition in which a known stressor has a beneficial effect at low doses but a harmful effect at higher doses (Luckey 1980). Hormesis has been observed in a variety of plants in response to a diverse array of stresses including ionizing radiation (Sheppard and Chubey 1990; Sheppard and Hawkins 1990; Meyer et al. 1998), herbicides (Freney 1965; Allender 1997; Allender et al. 1997), and a variety of other chemicals (Morre et al. 1965).

Our data cannot be used to construct dose-response relationships. While plants are fixed in space, and thus do not change their position with respect to the high-voltage transmission line the way a motile animal could, the EMFs themselves can change. The geometry of the fields changes as a function of the amount of current being drawn through the line, i.e., as demand changes and as a function of environmental factors such as relative humidity (Van As et al. 1995). As a consequence, we do not know the strength of either the electric or magnetic field during the development of the leaves.

### Table 9

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hypothesis mean squares</th>
<th>Error mean squares</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL ……</td>
<td>0.38748</td>
<td>0.01819</td>
<td>21.29693</td>
<td>0.000</td>
</tr>
<tr>
<td>LLL ……</td>
<td>0.00420</td>
<td>0.01408</td>
<td>0.29844</td>
<td>0.745</td>
</tr>
<tr>
<td>TLW ……</td>
<td>0.07193</td>
<td>0.00381</td>
<td>18.85670</td>
<td>0.000</td>
</tr>
<tr>
<td>LLLT ……</td>
<td>0.00632</td>
<td>0.01181</td>
<td>0.53529</td>
<td>0.594</td>
</tr>
<tr>
<td>LLB ……</td>
<td>0.00228</td>
<td>0.00900</td>
<td>0.25364</td>
<td>0.779</td>
</tr>
</tbody>
</table>

Note. df = 2, 19.

### Leaf Size

The first eigenvalue (6.06805) accounted for 86.7% of the variance in seven leaf traits—A, D, LRL, LLL, TLW, LTT, and LLB (table 2). Leaf size differed significantly with distance from the power line in 1992 (F₁₋₅ = 15.0, P < 0.001) but not in 1993 (F₁₋₅ = 2.58, P < 0.085) (tables 3, 4). However, the trends are opposite. In 1992, the largest leaves were under the transmission line, while in 1993, the smallest leaves were under the transmission line. This probably reflects the slight but opposite slopes of agricultural fields.

### Leaf Asymmetry

Duplicate measurements were made on 16 leaves. Measurement error was extremely small. For example, for the multiplicative error (Graham et al. 1998). Indeed, the log transformation was so efficient that there was some indication of minor negative size scaling afterward. This was probably due to an increase in the asymmetry variance for this trait among the three sites in 1993 but not in 1992 (table 10). In 1993, the control site had the smallest asymmetry variance (table 10).

### Discussion

Leaves of soybeans grown under high-voltage transmission lines had greater fluctuating asymmetry than those grown 100 m away. The differences in asymmetry are not due to the size differences among the leaves at the three distances. By analyzing log (/ − log r), we corrected for any size scaling due to multiplicative error (Graham et al. 1998). Indeed, the log transformation was so efficient that there was some indication of minor negative size scaling afterward. This was probably due...
we selected. Given the profound differences we did measure in field strengths among the distances, we are still confident that plants at the three distances experienced strikingly different field strengths.

Plant leaves move both diurnally and as they grow. Leaf orientation toward the EMFs likely changes both diurnally and throughout leaf development. Thus, it is quite likely that the two sides of a leaf may not have experienced the same electromagnetic field strengths. This may partially explain the asymmetry we observed. Nevertheless, we do not know the mechanism by which EMFs impact symmetry. It is possible that the EMFs may have affected internal cell oscillators and/or some aspect of cell signaling. Both of these factors have been shown to be affected by EMFs (Kruglikov and Dertinger 1994; Galvanovskis and Sandblom 1997; Kindzelskii and Petty 1997; Kindzelskii et al. 1997, 1998; Adachi et al. 1998; Petty 2000). These factors are epigenetic, and this is precisely the type of disruption that Graham et al. (1993a) and Emlen et al. (1993) predicted would cause asymmetry. We doubt strongly that there is any genetic basis for the pattern of asymmetry we found. Soybeans are obligate self-fertilizers and thus homozygous for most loci. In addition, soybeans are an annual crop, sown at regular intervals (we observed no missing plants in the lattice), so there has been little or no selection within the generation we examined. Similarly, it is important to note that we examined the distribution of several plant nutrients and toxicants in the soil. In no case did we observe any statistically significant difference among the samples collected at the different distances away from the transmission line. Thus, we cannot attribute the differences in asymmetry to soil parameters. The most parsimonious conclusion is that EMFs disrupt the regulation of growth in soybeans but not growth itself. This is consistent with a dynamical view of both growth and regulation (Emlen et al. 1993, 1998; Graham et al. 1993a; Ganeshaiah et al. 1995).

This study typifies both the advantages and disadvantages of using developmental instability measures. We were able quickly and economically to test a hypothesis, i.e., that EMFs did not affect biological systems. In this case, we were able to reject the hypothesis. In two separate studies, we found greater fluctuating asymmetry in plants under the power lines than in plants 50 or 100 m away from lines. It is also gratifying that C. Kellogg, and C. L. Alados, J. M. Emlen, and J. Escos, have also conducted studies on developmental instability and EMFs and obtained similar findings. In our study, we selected soybean plants that were bearing pods so, obviously, the EMFs did not prevent reproduction. In fact, the disruptions we observed were minor. In this case, measures of developmental instability are likely to be as sensitive, if not more sensitive, than fitness components. But the limitations of using developmental instability, and fluctuating asymmetry in particular, are also real. What if we had not obtained a positive result? Anne et al. (1998) raised soybeans across a gradient of salinity from 0 to 9 g/L NaCl. They observed no increase in fluctuating asymmetry even though mortality and flower and seed production were reduced at higher salt concentrations. Clearly, in that case, fluctuating asymmetry was less sensitive than fitness components as an indicator of stress. It appears that using fluctuating asymmetry is a one-sided test. If fluctuating asymmetry is greater in the high-stress treatment, one can safely conclude that the stress was indeed affecting the study subjects, but negative results do not necessarily allow one to draw any conclusion. However, we must add that we also know of no case where plants in stressed populations showed reduced levels of fluctuating asymmetry. So, while the test may yield false negatives, we do not know of any false positives.

One of the major advantages of developmental instability is that, as Zakharov (1989) has argued, it is a bit like a thermometer. It may be useful in some circumstances for determining if a patient is ill, but it does not give any clue about what is making the patient ill. A quick look at the literature (Tracy et al. 1995) will show that fluctuating asymmetry increases in response to adverse temperatures, toxic chemicals, genetic stressors, sound, parasitism, competition, and a host of other things. Developmental instability does not provide mechanistic information on how the stressor affects the organism. Because a wide variety of factors may be affecting natural populations for good or ill, perhaps even in compensatory ways, it may be difficult to interpret results of DI studies without resorting to studying mechanisms and/or energetics. Nevertheless, we believe that with careful judicious use, measures of developmental instability can shed light on many areas in ecology, evolution, and behavior.

Conclusion

Developmental instability provides a useful means of assessing stress in a wide variety of circumstances. However, one must be able to specify the phenotype that should have developed in the absence of stress. Symmetry is one of the few phenotypic features than can be specified a priori. Here we have shown that EMFs do increase the fluctuating asymmetry of soybeans. The distortions in the leaves were small, and unless careful measurements were taken, these asymmetries would not have been apparent. Nevertheless, fluctuating asymmetry was greater from plants growing under the transmission line than those 50 or 100 m away. This result suggests that plants may be useful, persistent biomonitors for delineating areas affected by EMFs.
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