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We present new measurements of the inclusive forward-backward $t\bar{t}$ production asymmetry, $A_{FB}$, and its dependence on several properties of the $t\bar{t}$ system. The measurements are performed with the full Tevatron data set recorded with the CDF II detector during $p\bar{p}$ collisions at $\sqrt{s} = 1.96$ TeV, corresponding to an integrated luminosity of 9.4 fb$^{-1}$. We measure the asymmetry using the rapidity difference $|y_t - y_{\bar{t}}|$. Parton-level results are derived, yielding an inclusive asymmetry of $0.164 \pm 0.047$ (stat + syst). We establish an approximately linear dependence of $A_{FB}$ on the top-quark pair mass $M_{t\bar{t}}$ and the rapidity difference $|\Delta y|$ at detector and parton levels. Assuming the standard model, the probabilities to observe the measured values or larger for the detector-level dependencies are $7.4 \times 10^{-3}$ and $\ldots$
I. INTRODUCTION

The creation of top quarks in $p\bar{p}$ collisions offers a unique test of pair production in quantum chromodynamics (QCD) at very large momentum transfer as well as a promising potential avenue for the observation of new physical phenomena. Given the very large mass of the top quark, exotic processes may couple more strongly to top quarks than to the other known fundamental particles, and possible hints of new interactions could be first observed in top-quark production. In particular, asymmetries in $t\bar{t}$ production could provide the first evidence of new interactions, such as $t\bar{t}$ production via a heavy axial color octet or a flavor-changing $Z'$ boson that might not be easily observed as excesses in the top-quark production rate or as resonances in the $t\bar{t}$ invariant mass distribution.

The CDF and D0 collaborations have previously reported on forward-backward asymmetries ($A_{FB}$) in $p\bar{p} \rightarrow t\bar{t}$ production at \( \sqrt{s} = 1.96 \) TeV at the Fermilab Tevatron. In the standard model (SM), the $t\bar{t}$ production process is approximately symmetric in production angle, with a $O(7\%)$ charge asymmetry arising at next-to-leading order (NLO) and beyond [1]. Using a sample corresponding to $5.3 \text{ fb}^{-1}$ of integrated luminosity, CDF measured a parton-level asymmetry $A_{FB} = 0.158 \pm 0.074$ [2] in the lepton + jets decay channel ($t\bar{t} \rightarrow (W^+ b) (W^- b) \rightarrow (l^+ \nu)(q\bar{q}') bb$ [3]), and very good agreement was found by the D0 measurement $A_{FB} = 0.196 \pm 0.065$ [4] in a lepton + jets sample corresponding to $5.4 \text{ fb}^{-1}$. CDF and D0 have also performed simple differential measurements using two bins each in the top-antitop rapidity difference $|\Delta y|$ and the top-antitop invariant mass $M_{t\bar{t}}$. The two experiments agreed on a large $|\Delta y|$ dependence. CDF also saw a large $M_{t\bar{t}}$ dependence, and while that observed at D0 was smaller, the CDF and D0 results were statistically consistent. One of the aims of this paper is to clarify the $|\Delta y|$ and $M_{t\bar{t}}$ dependence of the asymmetry using the full CDF data set.

The $5 \text{ fb}^{-1}$ results have stimulated new theoretical work, both within and outside the context of the SM. The SM calculation has been improved by calculations of electroweak processes that contribute to the asymmetry, studies of the choice of renormalization scale, and progress on a next-to-next-to-leading order (NNLO) calculation of the asymmetry [5–9]. The new calculations result in a small increase in the expected asymmetry, but not enough to resolve the tension with observation. Other work has focused on the dependence of the asymmetry on the transverse momentum of the $t\bar{t}$ system [10], on which we report here.

A number of speculative papers invoke new interactions in the top sector [11] to explain the large asymmetry. In one class of models, $t\bar{t}$ pairs can be produced via new axial $s$-channel particles arising from extended gauge symmetries or extra dimensions. For these models, the asymmetry is caused by interference between the new $s$-channel mediator and the SM gluon. In other models, light $t$-channel particles with flavor-violating couplings create an asymmetry via a $u, d \rightarrow t$ flavor change into the forward Rutherford-scattering peak. All potential models of new interactions must accommodate the apparent consistency of the measured cross section and $M_{t\bar{t}}$ spectrum with the SM predictions. Tevatron and LHC searches for related phenomena, such as dijet resonances, same-sign tops, and other exotic processes, can provide additional experimental limits on potential models. Measurements by the LHC experiments of the top-quark charge asymmetry $A_{C}$, an observable that is distinct from $A_{FB}$ but correlated with it, have found no significant disagreement with the SM [12]; however, any observable effect at the LHC is expected to be small, and the nature of the relationship between $A_{FB}$ and $A_{C}$ is model dependent [13]. A more precise measurement of the Tevatron forward-backward asymmetry and its mass and rapidity dependence may help untangle the potential new physics sources for $A_{FB}$ from the standard model and from each other.

This paper reports on a study of the asymmetry in the lepton + jets topology, with several new features compared to the previous CDF analysis in this channel [2]. We use the complete Tevatron Run II data set with an integrated luminosity of $9.4 \text{ fb}^{-1}$. We additionally expand the event selection by including events triggered by large missing transverse energy and multiple hadronic jets, increasing the total data set by approximately 30% beyond what is gained by the increase in luminosity. In total, the number of candidate events in this analysis is more than twice the number of events used in Ref. [2]. An improved NLO Monte Carlo generator is used to describe the predicted $t\bar{t}$ signal, and we also add small corrections reflecting new results on the electroweak contributions to the asymmetry [5–7]. Finally, parton-level shape corrections utilize an improved algorithm which yields binned parton-level measurements of the rapidity and mass dependence of the asymmetry. We also study the dependence of the asymmetry on the $t\bar{t}$ transverse momentum, $p_T^{t\bar{t}}$, showing that the modeling of this quantity is robust and that the excess asymmetry above the SM prediction is consistent with being independent of $p_T^{t\bar{t}}$. 
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II. EXPECTED ASYMMETRIES AND MONTE CARLO MODELS

The asymmetry is measured using the difference of the $t$ and $\bar{t}$ rapidities, $\Delta y = y_t - y_{\bar{t}}$, where the rapidity $y$ is given by

$$ y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right). $$

(1)

with $E$ being the total top-quark energy and $p_z$ being the component of the top-quark momentum along the beam axis as measured in the detector rest frame. $\Delta y$ is invariant to boosts along the beam line, and in the limit where the transverse momentum of the $t\bar{t}$ system is small, the forward-backward asymmetry

$$ A_{FB} = \frac{N(\Delta y > 0) - N(\Delta y < 0)}{N(\Delta y > 0) + N(\Delta y < 0)} $$

(2)

is identical to the asymmetry in the top-quark production rest frame. The standard model predictions for the top-quark asymmetry referenced in this paper are based on the NLO event generator POWHEG [14] using the CTEQ6.1M set of parton-distribution functions (PDFs) validated by comparing POWHEG to the NLO generator MC@NLO [15] as well as the NLO calculation of MCFM [16]. We find good consistency overall, as shown in Table I [17]. Sources of asymmetry from electroweak processes in the standard model that are not included in the POWHEG calculations [5–7] lead to an overall increase of the asymmetry by a factor of 26% of the QCD expectation. This is included in all the predictions shown in Table I and in all predicted asymmetries and $\Delta y$ distributions in this paper. The electroweak asymmetry is assumed to have the same $M_t$ and $\Delta y$ dependence as the QCD asymmetry, and we apply a simple 26% rescaling to the POWHEG predictions there as well. Following Ref. [18], we include a 30% uncertainty on all theoretical predictions for the SM asymmetry due to the choice of renormalization scale.

To test the analysis methodology in the case of a large asymmetry, we study two models in which an asymmetry is generated by the interference of the gluon with massive axial color-octet particles. Each provides a reasonable approximation of the observed data in presenting a large, positive forward-backward asymmetry, while also being comparable to the Tevatron data in other important variables such as the $t\bar{t}$ invariant mass, $M_{t\bar{t}}$.

The first model, Octet A, contains an axigluon with a mass of 2 TeV/$c^2$. This hypothetical particle is massive enough that the pole is observed as only a small excess in the tail of the $M_{t\bar{t}}$ spectrum, but it creates an asymmetry via the interference between the off-shell axigluon and the SM gluon. The couplings are tuned $[g_V(q) = g_A(t) = 0, g_A(q) = 3, g_A(t) = -3]$, where $q$ refers to light-quark couplings and $t$ to top-quark couplings to produce a parton-level asymmetry consistent with the measurement in Ref. [2]. The second model, Octet B, contains an axigluon with the same couplings, but a smaller mass of 1.8 TeV/$c^2$. This model produces a larger excess in the tail of the $M_{t\bar{t}}$ spectrum and an even larger asymmetry than Octet A, allowing the measurement procedure to be tested in a regime with a very large asymmetry.

Both models are simulated using the leading order (LO) MADGRAPH [19,20] Monte Carlo generator and are hadronized with PYTHIA [21] before being passed to the CDF detector simulation and reconstruction software. We emphasize that these are not hypotheses—the physical applicability of these models is, in fact, quite constrained by $t\bar{t}$ resonance searches at the LHC [22]. Rather, these models are used as controlled inputs to study the performance of the analysis in the presence of large asymmetries. Further information about these models can be found in Ref. [2].

III. MEASUREMENT STRATEGY

The analysis takes place in several steps. We first consider the asymmetry observed at the reconstruction level in all selected events. Next, to study the asymmetry for a pure sample of $t\bar{t}$ events as recorded in the detector, the calculated non-$t\bar{t}$ background contribution is subtracted and the appropriate systematic uncertainties related to the background prediction are applied. Finally, to study the asymmetry at the parton level, corrections are applied for the event reconstruction and detector acceptance, along with appropriate systematic uncertainties on the signal modeling. The reconstruction- and background-subtracted-level measurements have the advantage of fewer assumptions, while the parton-level measurement allows direct comparison to theory predictions.

After reviewing the event selection and reconstruction in Sec. IV, we describe the various steps of the correction procedure in detail and apply them to the $\Delta y$ distribution and the inclusive $A_{FB}$ measurement in Sec. V. In Secs. VI and VII, we study the dependence of the asymmetry on $|\Delta y|$ and $M_{t\bar{t}}$, $A_{FB}(|\Delta y|)$ and $A_{FB}(M_{t\bar{t}})$ respectively, at all three stages of correction, and Sec. VIII discusses the significance of discrepancies observed in these dependencies between the data and the SM. Section IX discusses the dependence of the asymmetry on the $t\bar{t}$ transverse momentum.
IV. DETECTOR, EVENT SELECTION, AND RECONSTRUCTION

The data sample corresponds to an integrated luminosity of 9.4 fb\(^{-1}\) recorded with the CDF II detector during \(p\bar{p}\) collisions at 1.96 TeV. CDF II is a general purpose, azimuthally and forward-backward symmetric magnetic spectrometer with calorimeters and muon detectors [23]. Charged particle trajectories are measured with a silicon-microstrip detector surrounded by a large open-cell drift chamber, both within a 1.4 T solenoidal magnetic field. The solenoid is surrounded by pointing-tower-geometry electromagnetic and hadronic calorimeters for the measurement of particle energies and missing energy reconstruction. Surrounding the calorimeters, scintillators and proportional chambers provide muon identification. We use a cylindrical coordinate system with the origin at the center of the detector and the \(z\) axis along the direction of the proton beam [24].

This measurement selects \(t\bar{t}\) candidate events in the lepton + jets topology, where one top quark decays semileptonically (\(t \rightarrow Wb \rightarrow l\nu b\)) and the other hadronically (\(t \rightarrow Wb \rightarrow q\bar{q}b\)). We detect the lepton and hadronization-induced jets. The presence of missing transverse energy (\(E_{T}\)) [24] is used to infer the passage of a neutrino through the detector. Detector readout is initiated in one of two ways: either by indications of a high-momentum lepton (electron or muon) in the central portion of the detector or by events with indications of large \(E_{T}\) and at least two energetic jets. Events collected in the second manner, in which we require the presence of muon candidates reconstructed off-line, make up the “loose muon” sample, a new addition compared to the previous version of this analysis. After off-line event reconstruction, we require that all candidate events contain exactly one electron or muon with \(E_{T}(p_{T}) > 20\text{ GeV (GeV/c)}\) and \(|\eta| < 1.0\), as well as four or more hadronic jets with \(E_{T} > 20\text{ GeV}\) and \(|\eta| < 2.0\). Jets are reconstructed using a cone algorithm with \(\Delta R = \sqrt{\Delta\phi^2 + \Delta\eta^2} < 0.4\), and calorimeter signals are corrected for various detector and measurement effects as described in Ref. [25]. We require \(E_{T} > 20\text{ GeV}\), consistent with the presence of an undetected neutrino. We finally require that \(H_{T}\), the scalar sum of the transverse energy of the lepton, jets, and \(E_{T}\) be \(H_{T} > 220\text{ GeV}\). This requirement reduces the backgrounds by 17% while accepting 97% of signal events. The SECVTX algorithm [26] is used to identify \(b\) jets by searching for displaced decay vertices within the jet cones, and at least one jet in each event must contain such a “\(b\) tag.” The coverage of the tracking detector limits the acceptance for jets with identified \(b\) tags to \(|\eta| < 1.0\).

The sample passing this selection, including the \(b\)-tag requirement, contains 2653 candidate events. The estimated non-\(t\bar{t}\) background in the data sample is 530 ± 124 events. The predominant background source is QCD-induced \(W + \) multiparton events containing either \(b\)-tagged heavy-flavor jets or erroneously tagged light-flavor jets. These events are modeled with the ALPGEN Monte Carlo generator [27], with the normalizations determined by tagging efficiencies, mistagging rates, and other measurements in the data. QCD multijet (“non-\(W\)”) events containing mismeasured \(E_{T}\) and jets that are misidentified as leptons are modeled using real data events with lepton candidates that are rejected by the lepton identification requirements. This background, which is the most difficult to model properly, is also the one that is most efficiently suppressed by the \(H_{T}\) requirement, which reduces it by approximately 30%. Small backgrounds from electroweak processes (\(WW, WZ\), single top) are estimated using Monte Carlo generators. The expected background contributions from each source are given in Table II. We note that there are correlations among the various sources of uncertainty for the different background components, so that the total background uncertainty is not a simple sum in quadrature of the uncertainties on the individual background normalizations. Further information about the background modeling and event selection can be found in Ref. [28].

The reconstruction of the \(t\bar{t}\) kinematics employs the measured momenta of the lepton and the four leading jets in the event, along with the measured \(E_{T}\). The calculation of the \(t\bar{t}\) four-vectors uses a \(\chi^2\)-based fit of the lepton and jet kinematic properties to the \(t\bar{t}\) hypothesis. Each of the possible jet-to-parton assignments is evaluated according to its consistency with having resulted from the decay of a pair of top quarks. Two of the observed jets are required to be consistent with being decay products of a \(W\) boson, while the lepton and \(E_{T}\) must be consistent with another \(W\) boson. Each \(W\) boson, when paired with one of the remaining (\(b\)) jets, is checked for consistency with having resulted from a top-quark decay. The lepton momentum, \(E_{T}\), and jet energies are allowed to float within their experimental uncertainties, and we apply the constraints that \(M_W = 80.4\text{ GeV/c}^2\), \(M_t = 172.5\text{ GeV/c}^2\), and any \(b\)-tagged jets must be associated with \(b\) partons. The jet-to-parton assignment that best matches these requirements is chosen to define the parent top quarks in each event.

<table>
<thead>
<tr>
<th>TABLE II. Expected contributions of the various background sources to the selected data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background source</td>
</tr>
<tr>
<td>(W + ) HF</td>
</tr>
<tr>
<td>(W + ) LF</td>
</tr>
<tr>
<td>Non-(W)</td>
</tr>
<tr>
<td>Single top</td>
</tr>
<tr>
<td>Diboson</td>
</tr>
<tr>
<td>(Z + ) jets</td>
</tr>
<tr>
<td>Total background</td>
</tr>
<tr>
<td>(t\bar{t}) (7.4 pb)</td>
</tr>
<tr>
<td>Total prediction</td>
</tr>
<tr>
<td>Data</td>
</tr>
</tbody>
</table>
This algorithm has been studied and validated in many precision top-quark-property analyses including mass measurements [29], which remove the top-quark mass constraint, and property measurements that do make use of the mass constraint [30]. The top- and antitop-quark four-vectors determined from this procedure are used to find the rapidities of the quarks and the 

\[ y_t = y_t^{/C1} \]  

\[ y_{\bar{t}} = y_t^{/C2} \]  

variable used for the asymmetry analysis, with the charges of the reconstructed top quarks being fixed by the observed lepton charge. In the Appendix A, we discuss a high-precision test of the lepton-charge determination in a large control sample with the goal of verifying that the lepton charge assignment is well modeled by the detector simulation.

The validity of the analysis is checked at all stages by comparison to a standard model prediction created using the POWHEG \( t\bar{t} \) model, the lepton + jets background model described above, and a full simulation of the CDF II detector. Figure 1 shows the rapidity distribution for the hadronically decaying top or antitop quark. In the measurement of the asymmetry, the observed lepton charge is used to determine whether each entry in this distribution corresponds to a top quark or an antitop quark, and this rapidity is combined with the rapidity of the leptonically decaying quark to calculate \( \Delta y \) for each event. In Fig. 1 and all that follow, the \( t\bar{t} \) signal prediction is scaled such that the total signal normalization, when added to the background prediction in Table II, totals the number of observed events.

Figure 2 shows a comparison of the data to the prediction for the invariant mass of the \( t\bar{t} \) system, \( M_{t\bar{t}} \); there is good agreement. In the previous CDF analysis [2], the forward-backward asymmetry was found to have a large dependence on this variable. In Sec. VII we report a new measurement of this dependence.

The transverse momentum of the \( t\bar{t} \) system \( p_T^{/C2} \) provides a sensitive test of the reconstruction and modeling, particularly at low momenta, where both the prediction and the reconstruction are challenged by the addition of soft gluon radiation external to the \( t\bar{t} \) system. In Fig. 3 we show the difference between the reconstructed and true values of the \( x \) component of \( p_T^{/C2} \) in POWHEG. The difference is centered on zero and well fit by the sum of two Gaussians with widths as shown. Most events fall in the central core with a resolution of \( \sim 14 \text{ GeV}/c \). Doubling this in quadrature for the two transverse components gives an overall expected

FIG. 1 (color online). The rapidity of the hadronically decaying top or antitop quark.

FIG. 2 (color online). Reconstructed invariant mass of the \( t\bar{t} \) system. The last bin contains overflow events.

FIG. 3 (color online). Resolution of the \( x \) or \( y \) component of the reconstructed \( p_T^{/C2} \) of the \( t\bar{t} \) system as measured in POWHEG.

FIG. 4 (color online). Reconstructed \( p_T^{/C2} \) of the \( t\bar{t} \) system. The last bin contains overflow events.
resolution $\delta p_T^f \sim 20$ GeV/$c$ for the bulk of the data. In Fig. 4 we show that the reconstructed data are in good agreement with the sum of the background prediction and the NLO $t\bar{t}$ model; the 10 GeV bin size here is chosen to be half the measured resolution. The $t\bar{t}$ forward-backward asymmetry can have a significant $p_T^f$ dependence, and we discuss the expected and measured asymmetry as a function of this variable in Sec. IX.
We also consider a wide range of other variables, a selection of which are shown here, to validate the reconstruction algorithm and the modeling of the data set. In Fig. 5 we show the distributions of the number of jets and number of b tags in events passing the selection requirements. Figure 5(b) also includes events containing no b-tagged jets, which are not part of the final sample of candidate events but provide an important check on the modeling of the b-tagging algorithm. Figure 6 shows the transverse energy of the most energetic jet and the transverse momentum of the lepton, while Fig. 7 shows the distribution of the reconstructed $P_T$ and $HT$. All distributions exhibit good agreement between the observed data and the model expectations.

V. THE INCLUSIVE ASYMMETRY

A. $\Delta y$ in the reconstructed data

We first consider the reconstructed $\Delta y$ distribution and its asymmetry as defined in Eq. (2). The $\Delta y$ distribution is shown in Fig. 8, compared to the prediction for the background plus the POWHEG $t\bar{t}$ model. Those bins with $\Delta y > 0$ contain data points that are consistently higher than the prediction, while in the bins with $\Delta y < 0$, the data are consistently below the prediction. This results in an inclusive reconstructed asymmetry of $A_{FB} = 0.063 \pm 0.019$ compared to a prediction of $0.020 \pm 0.012$. The uncertainty on the data measurement is statistical only. Table III summarizes the reconstructed asymmetry values, with events split according to the charge of the identified lepton, and also reports the results of Ref. [2] for comparison. The uncertainties scale as expected from the previous analysis according to the increase in the number of candidate events. When the sample is separated according to the charge of the lepton, the asymmetries are equal within uncertainties, as would be expected from a CP-conserving effect.

B. Subtracting the background contributions

Approximately 20% of the selected data set is composed of events originating from various background sources. We remove the effect of these events by subtracting the predicted background contribution from each bin of the reconstructed distribution. This background-subtraction procedure introduces additional systematic uncertainty, which is added in quadrature to the statistical uncertainty for all background-subtracted results in this paper.

To derive this uncertainty, we start with a total prediction containing $n$ components ($n - 1$ background sources and one signal), with each component $i$ having an asymmetry $A_i$ and contributing $N_i$ events. This leads to a total asymmetry for the prediction of

$$A_{tot} = \frac{\sum_{i=1}^{n} A_i N_i}{\sum_{i=1}^{n} N_i} = \frac{\sum_{i=1}^{n} A_i N_i}{N_{tot}}.$$ (3)

For the $i$th component, we let $\sigma_A$ and $\sigma_{N_i}$ be the uncertainties on the asymmetry and the normalization respectively. For $\sigma_{N_i}$, we use the predicted uncertainty of each background component, as listed in Table II. The uncertainty due to the finite sample size of the model for a given background component is included as $\sigma_A$, though this is only appreciable for the non-$W$ component, which is taken from a statistically limited sideband in the data.

These uncertainties can be propagated in the usual way by calculating derivatives and adding in quadrature, leading to the term within the summation in Eq. (4). For the uncertainty due to background subtraction, the summation runs over the $n - 1$ background components. We also include an overall uncertainty $\sigma_{Ahk}$ as the final term,

$$\sigma_{Ahk}^2 = \sum_{i=1}^{n-1} \frac{N_i^2}{N^2} \sigma_A^2 + \frac{(A_i - A_{tot})^2}{N_i^2} \sigma_{N_i}^2 + \sigma_{Ahk}^2.$$ (4)

For the uncertainty $\sigma_{Ahk}$ on the overall background shape, we substitute an alternate model for the non-$W$ background.
C. Correction to the parton level

The background-subtracted results provide a measurement of the asymmetry due to $t\bar{t}$ events. However, these results are not directly comparable to theoretical predictions because they include the effects of the limited acceptance and resolution of the detector. We correct for these effects so as to provide parton-level results in the $t\bar{t}$ rest frame after radiation that can be directly compared to theoretical predictions.

If the true parton-level binned distribution of a particular variable is given by $\hat{n}_{\text{parton}}$, then, after background subtraction, we will observe $\hat{n}_{\text{bkg\ sub}} = S A \hat{n}_{\text{parton}}$, where the diagonal matrix $A$ encodes the effect of the detector acceptance and selection requirements, while the response matrix $S$ describes the bin-to-bin migration that occurs in events passing the selection due to the limited resolution of the detector and $t\bar{t}$ reconstruction algorithm. To recover the parton-level distribution, the effects of $S$ and $A$ must be reversed.

The 5.3 fb$^{-1}$ CDF analysis [2] used simple matrix inversion (“unfolding”) to perform the correction to the parton level. While effective, this technique was limited in its application because unfolding via matrix inversion tends to enhance statistical fluctuations (due to small eigenvalues in the migration matrix), which makes it reliable only in densely populated distributions. This limited the previous analysis to the extent that the determination of the functional dependencies of the asymmetry could only use two bins of $|\Delta y|$ and $M_{tt}$. In this paper, we employ a new algorithm, also based on matrix inversion but more sophisticated in application, to measure more finely binned parton-level distributions, resulting in a more robust measurement of the functional dependence of $A_{FB}$ on $|\Delta y|$ and $M_{tt}$ at the parton level.

We first consider $S$, correcting for the finite resolution of the detector using a regularized unfolding algorithm based on singular value decomposition (SVD) [31,32]. We model the bin-to-bin migration caused by the detector and reconstruction using POWHEG. The matrix $S$ in $\Delta y$ from POWHEG is represented graphically in Fig. 10. Along each row, the box area is proportional to the probability that each possible measured value $\Delta y_{\text{meas}}$ is observed in events with a given true rapidity difference $\Delta y_{\text{true}}$. The matrix population clusters along the diagonal where $\Delta y_{\text{meas}} = \Delta y_{\text{true}}$ and is approximately symmetric, showing no large biases in the $\Delta y$ reconstruction. Before inverting the matrix $S$ and applying it to the background-subtracted data, a regularization term is introduced to prevent statistical fluctuations from dominating the correction procedure. It is this smoothing via regularization that allows an increase in the number of bins in the parton-level distributions compared to the previous analysis. Details regarding how the regularization term is included are given in Ref. [31], but in essence, a term $\sqrt{\tau C}$, where $C$ is the second-derivative matrix.
is added to the matrix equation relating $\vec{n}_{\text{parton}}$ to $\vec{n}_{\text{bkg sub}}$. This term imposes the a priori condition that the parton-level solution should be smooth (more precisely, the regularization assumes that the ratio between the data distribution after acceptance cuts and the model distribution after acceptance cuts is smooth, but given a smooth acceptance function and a model that is smooth at the parton level, this is equivalent to a condition that the data be smooth at parton level). The value of $\tau$ defines how strongly the regularization condition affects the result and is determined using the methods recommended in Ref. [31].

In the second step of the parton-level correction procedure, we account for events that are unobserved due to limited acceptance. The acceptance in each bin is derived from the POWHEG model, as shown in Fig. 11, and these acceptances are applied to the data as an inverse-multiplicative correction to each bin. The acceptance is asymmetric in $\Delta y$, with backwards events passing the selection requirements more often than forward events. This effect is related to the $p_T$ dependence of the asymmetry that is discussed in Sec. IX. Large $p_T$ in a given event leads to $t\bar{t}$ decay products that also have large $p_T$, and thus events with large $p_T$ pass the selection requirements more often than events with small $p_T$. As is shown in Sec. IX, high-$p_T$ events are also predicted by POWHEG (and various other SM calculations) to have a negative asymmetry. The result is that events with a negative asymmetry are more likely to fulfill the selection requirements, leading to the asymmetric acceptance distribution in Fig. 11.

The SVD unsmearing and bin-by-bin acceptance correction have similarly sized impact on the final result. Both of the corrections lead to an increase in the asymmetry. The population of poorly reconstructed events tends to have zero asymmetry, and thus dilutes the true asymmetry. One effect of the unsmearing is to remove this dilution. The acceptance correction also increases $A_{FB}$ because of the asymmetric acceptance shown in Fig. 11.

The combination of these two parts of the correction procedure allows the determination of the parton-level distribution of $\Delta y$, which is reported as a differential cross section. This algorithm is tested in various simulated $t\bar{t}$ samples, including standard model POWHEG and the non-SM samples Octet A and Octet B. Analyzing these samples as if they are data, we measure the bias in the comparison of derived parton-level results to the true values in the generated samples. The POWHEG results are self-consistent to better than 1%, and, because the NLO standard model is assumed a priori to be the correct description of the underlying physics and is used to model the acceptance and detector response, any biases observed in this case are included as systematic uncertainties, as described below.

In the octet models, the derived distributions track the generator truth predictions well, but small biases (generally less than 3%–4%) are observed in some of the differential asymmetry values. An example of the average corrected distribution across a set of 10,000 simulated experiments is shown in Fig. 12 for Octet A, with the asymmetry as a function of $|\Delta y|$ for these simulated experiments summarized in Table IV. We do not attempt to correct the biases seen in the non-SM models or include them in the uncertainty because there is no reason to believe that these specific octet models actually represent the real underlying physics—these models exhibit small but significant discrepancies with the data in the $M_{t\bar{t}}$ spectrum, a variable that has a significant effect on the $t\bar{t}$ reconstruction, and thus the detector response matrix. In light of this model dependence, we emphasize that the parton-level results need to be interpreted with some caution in relation to models that differ significantly from the NLO standard model.

FIG. 11 (color online). Acceptance as a function of $\Delta y$ as modeled by POWHEG.

FIG. 12 (color online). Results from simulated parton-level $\Delta y$ measurements based on Octet A. The data points show the central values for the simulated results, with the error bars representing the $1\sigma$ spread of the results.
Catani-Seymour dipole model [35]. We also include a one using the Lund string model [21] and one using the ence models, we compare two detector response models, sure measurement of uncertainty in parton shower and color coherence. For example, to estimate the effect on our assumptions that are used when modeling the detector measurement after making reasonable variations to the size of the jet energy scale corrections [25], the amount and detector response. These signal uncertainties include signal Monte Carlo sample used to model the acceptance addition to uncertainties on the size and shape of the back-counted for when applying the correction procedure. In several sources of systematic uncertainty must be accounted for when applying the correction procedure. In addition to uncertainties on the size and shape of the background prediction, there are also uncertainties related to the signal Monte Carlo sample used to model the acceptance and detector response. These signal uncertainties include the size of the jet energy scale corrections [25], the amount of initial- and final-state radiation, the underlying parton-distribution functions [33], the modeling of color reconnection [34], and the modeling of parton showering and color coherence. We evaluate these uncertainties by repeating the measurement after making reasonable variations to the assumptions that are used when modeling the detector response. For example, to estimate the effect on our measurement of uncertainty in parton shower and color coherence models, we compare two detector response models, one using the Lund string model [21] and one using the Catani-Seymour dipole model [35]. We also include a systematic uncertainty for the correction algorithm itself, taking the difference between the true value in POWHEG and the average result from the simulated experiments based on POWHEG described above as the uncertainty resulting from the correction procedure. The systematic uncertainties on the inclusive $A_{FB}$ measurement are shown in Table V, and the total systematic uncertainty is found to be small compared to the statistical uncertainty. When adding the systematic uncertainties to the covariance matrices that result from the unfolding procedure, the systematic uncertainties are assumed to be 100% correlated across all bins.

Because the resolution corrections can cause migration of events across bins, the populations in the final parton-level distributions are correlated. In all binned parton-level distributions, the error bars on a given bin correspond to the uncertainty in the contents of that bin, but they are not independent of the uncertainties corresponding to other bins in the distribution. When we calculate derived quantities such as $A_{FB}$, we use the covariance matrix associated with the unsmearing procedure to propagate the uncertainties correctly.

Several sources of systematic uncertainty must be accounted for when applying the correction procedure. In addition to uncertainties on the size and shape of the background prediction, there are also uncertainties related to the signal Monte Carlo sample used to model the acceptance and detector response. These signal uncertainties include the size of the jet energy scale corrections [25], the amount of initial- and final-state radiation, the underlying parton-distribution functions [33], the modeling of color reconnection [34], and the modeling of parton showering and color coherence. We evaluate these uncertainties by repeating the measurement after making reasonable variations to the assumptions that are used when modeling the detector response. For example, to estimate the effect on our measurement of uncertainty in parton shower and color coherence models, we compare two detector response models, one using the Lund string model [21] and one using the Catani-Seymour dipole model [35]. We also include a systematic uncertainty for the correction algorithm itself, taking the difference between the true value in POWHEG and the average result from the simulated experiments based on POWHEG described above as the uncertainty resulting from the correction procedure. The systematic uncertainties on the inclusive $A_{FB}$ measurement are shown in Table V, and the total systematic uncertainty is found to be small compared to the statistical uncertainty. When adding the systematic uncertainties to the covariance matrices that result from the unfolding procedure, the systematic uncertainties are assumed to be 100% correlated across all bins.

Applying the correction procedure to the data of Fig. 9 yields the distribution shown in Fig. 13, where the measured result is compared to the SM POWHEG prediction. Both the prediction and the observed data distributions are scaled to a total cross section of 7.4 pb, so that Fig. 13 shows the differential cross section for $t\bar{t}$ production as a function of $\Delta y$. The measured values are summarized in Table VI. We measure an inclusive parton-level asymmetry

<table>
<thead>
<tr>
<th>Source</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background shape</td>
<td>0.018</td>
</tr>
<tr>
<td>Background normalization</td>
<td>0.013</td>
</tr>
<tr>
<td>Parton shower</td>
<td>0.010</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>0.007</td>
</tr>
<tr>
<td>Initial- and final-state radiation</td>
<td>0.005</td>
</tr>
<tr>
<td>Correction procedure</td>
<td>0.004</td>
</tr>
<tr>
<td>Color reconnection</td>
<td>0.001</td>
</tr>
<tr>
<td>Parton-distribution functions</td>
<td>0.001</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>0.026</td>
</tr>
<tr>
<td>Statistical uncertainty</td>
<td>0.039</td>
</tr>
<tr>
<td>Total uncertainty</td>
<td>0.047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta y$</th>
<th>$d\sigma/d(\Delta y)$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq -1.5$</td>
<td>0.13 ± 0.05</td>
</tr>
<tr>
<td>$-1.5$ to $-1.0$</td>
<td>0.36 ± 0.07</td>
</tr>
<tr>
<td>$-1.0$ to $-0.5$</td>
<td>0.95 ± 0.10</td>
</tr>
<tr>
<td>$-0.5$ to 0.0</td>
<td>1.66 ± 0.14</td>
</tr>
<tr>
<td>0.0 to 0.5</td>
<td>1.82 ± 0.13</td>
</tr>
<tr>
<td>0.5 to 1.0</td>
<td>1.37 ± 0.09</td>
</tr>
<tr>
<td>1.0 to 1.5</td>
<td>0.76 ± 0.09</td>
</tr>
<tr>
<td>$\geq 1.5$</td>
<td>0.35 ± 0.07</td>
</tr>
</tbody>
</table>

Because the resolution corrections can cause migration of events across bins, the populations in the final parton-level distributions are correlated. In all binned parton-level distributions, the error bars on a given bin correspond to the uncertainty in the contents of that bin, but they are not independent of the uncertainties corresponding to other bins in the distribution. When we calculate derived quantities such as $A_{FB}$, we use the covariance matrix associated with the unsmearing procedure to propagate the uncertainties correctly.

Several sources of systematic uncertainty must be accounted for when applying the correction procedure. In addition to uncertainties on the size and shape of the background prediction, there are also uncertainties related to the signal Monte Carlo sample used to model the acceptance and detector response. These signal uncertainties include the size of the jet energy scale corrections [25], the amount of initial- and final-state radiation, the underlying parton-distribution functions [33], the modeling of color reconnection [34], and the modeling of parton showering and color coherence. We evaluate these uncertainties by repeating the measurement after making reasonable variations to the assumptions that are used when modeling the detector response. For example, to estimate the effect on our measurement of uncertainty in parton shower and color coherence models, we compare two detector response models, one using the Lund string model [21] and one using the Catani-Seymour dipole model [35]. We also include a systematic uncertainty for the correction algorithm itself, taking the difference between the true value in POWHEG and the average result from the simulated experiments based on POWHEG described above as the uncertainty resulting from the correction procedure. The systematic uncertainties on the inclusive $A_{FB}$ measurement are shown in Table V, and the total systematic uncertainty is found to be small compared to the statistical uncertainty. When adding the systematic uncertainties to the covariance matrices that result from the unfolding procedure, the systematic uncertainties are assumed to be 100% correlated across all bins.

Applying the correction procedure to the data of Fig. 9 yields the distribution shown in Fig. 13, where the measured result is compared to the SM POWHEG prediction. Both the prediction and the observed data distributions are scaled to a total cross section of 7.4 pb, so that Fig. 13 shows the differential cross section for $t\bar{t}$ production as a function of $\Delta y$. The measured values are summarized in Table VI. We measure an inclusive parton-level asymmetry

<table>
<thead>
<tr>
<th>$\Delta y$</th>
<th>$d\sigma/d(\Delta y)$ (pb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq -1.5$</td>
<td>0.13 ± 0.05</td>
</tr>
<tr>
<td>$-1.5$ to $-1.0$</td>
<td>0.36 ± 0.07</td>
</tr>
<tr>
<td>$-1.0$ to $-0.5$</td>
<td>0.95 ± 0.10</td>
</tr>
<tr>
<td>$-0.5$ to 0.0</td>
<td>1.66 ± 0.14</td>
</tr>
<tr>
<td>0.0 to 0.5</td>
<td>1.82 ± 0.13</td>
</tr>
<tr>
<td>0.5 to 1.0</td>
<td>1.37 ± 0.09</td>
</tr>
<tr>
<td>1.0 to 1.5</td>
<td>0.76 ± 0.09</td>
</tr>
<tr>
<td>$\geq 1.5$</td>
<td>0.35 ± 0.07</td>
</tr>
</tbody>
</table>
of 0.164 ± 0.039(stat) ± 0.026(syst) = 0.164 ± 0.047. At the parton level, the observed inclusive asymmetry is non-zero with a significance of 3.5σ and exceeds the NLO prediction of POWHEG by 1.9σ, where we have included a 30% uncertainty on the prediction.

VI. THE DEPENDENCE OF THE ASYMMETRY ON $|\Delta y|$ 

The dependence of $A_{\text{FB}}$ on the rapidity difference $|\Delta y|$ was studied in the 5 fb$^{-1}$ analyses [2,4], but with only two bins of $|\Delta y|$. The CDF and D0 results were consistent and showed a rise of $A_{\text{FB}}$ with increasing $|\Delta y|$. We perform a more detailed study of the rapidity dependence of $A_{\text{FB}}$ using the full data set and improved analysis techniques.

The forward-backward asymmetry as a function of $|\Delta y|$ at the reconstruction level can be derived from the data shown in Fig. 8 according to

$$A_{\text{FB}}(|\Delta y|) = \frac{N_F(|\Delta y|) - N_B(|\Delta y|)}{N_F(|\Delta y|) + N_B(|\Delta y|)}$$

where $N_F(|\Delta y|)$ is the number of events in a given $|\Delta y|$ bin with $\Delta y > 0$ and $N_B(|\Delta y|)$ is the number of events in the corresponding $|\Delta y|$ bin with $\Delta y < 0$. One important constraint on the $\Delta y$ dependence of the asymmetry may be anticipated: any theory that predicts a continuous and differentiable $\Delta y$ distribution must have $A_{\text{FB}}(|\Delta y|) = 0$ = 0, regardless of the size of the inclusive asymmetry.

Figure 14 shows $A_{\text{FB}}(|\Delta y|)$ in four bins of $|\Delta y|$, with the measured values and their uncertainties listed in Table VII. To quantify the behavior in a simple way, we assume a linear relationship, which provides a good approximation of both the data and the POWHEG prediction (see also Ref. [36]). From the theoretical considerations described above, we make the assumption $A_{\text{FB}}(|\Delta y|) = 0 = 0$ and fit the slope only. The slope $\alpha_{\Delta y}$ of the line does not correspond to a specific parameter of any particular theory, but provides a quantitative comparison of the $|\Delta y|$ dependence of the asymmetry in the data and prediction. The measurements of $A_{\text{FB}}(|\Delta y|)$ in the data at the reconstruction level are well fitted by a line with a $\chi^2$ value of degrees of freedom of $1.7/3$ and a slope $\alpha_{\Delta y} = (11.4 \pm 2.5) \times 10^{-2}$, a rapidity dependence that is non-zero with significance in excess of 4$\sigma$. The predicted slope from POWHEG and the background model is $(3.6 \pm 0.9) \times 10^{-2}$.

The behavior of the asymmetry as a function of $|\Delta y|$ is also measured after the removal of the background contribution as described previously. Figure 15 shows the distribution $A_{\text{FB}}(|\Delta y|)$ for the background-subtracted data, with the measured values summarized in Table VIII. Systematic uncertainties on the background-subtraction procedure are included in the error bars. The data measurements and the predictions are well fitted by the linear assumption, with an observed slope of $\alpha_{\Delta y} = (15.5 \pm 3.3) \times 10^{-2}$ that exceeds the prediction of $(5.3 \pm 1.0) \times 10^{-2}$ by approximately 3$\sigma$. The observed slope is larger than at the reconstruction level owing to the removal of the background, with the significance of the difference relative to the standard model staying approximately the same.

The $|\Delta y|$ dependence of the asymmetry at the parton level can be derived from Fig. 13 by comparing the forward and backward bins corresponding to a given value of $|\Delta y|$.

![FIG. 14 (color online). The reconstruction-level forward-backward asymmetry as a function of $|\Delta y|$ with a best-fit line superimposed. The errors on the data are statistical, and the shaded region represents the uncertainty on the slope of the prediction.](image1)

![FIG. 15 (color online). The background-subtracted asymmetry as a function of $|\Delta y|$ with a best-fit line superimposed. Error bars include both statistical and background-related systematic uncertainties. The shaded region represents the theoretical uncertainty on the slope of the prediction.](image2)
TABLE VIII. The asymmetry at the background-subtracted level as measured in the data, compared to the SM \( t\bar{t} \) expectation, as a function of \( |\Delta y| \).

| \( |\Delta y| \) | Data \( A_{FB} \pm (\text{stat} + \text{syst}) \) | SM \( t\bar{t} \) \( A_{FB} \) |
|-----------------|-----------------|-----------------|
| 0.0–0.5         | 0.027 ± 0.034   | 0.009 ± 0.005   |
| 0.5–1.0         | 0.086 ± 0.045   | 0.040 ± 0.014   |
| 1.0–1.5         | 0.246 ± 0.063   | 0.074 ± 0.026   |
| \( \geq 1.5 \)  | 0.254 ± 0.124   | 0.113 ± 0.039   |

This parton-level \( A_{FB}(|\Delta y|) \) distribution is shown in Fig. 16, with the asymmetries in each bin also listed in Table IX. A linear fit to the parton-level results yields a slope \( \alpha_{\Delta y} = (25.3 \pm 6.2) \times 10^{-2} \) compared to an expected slope of \( (9.7 \pm 1.5) \times 10^{-2} \). We use the full covariance matrix (including both statistical and systematic contributions) for the corrected \( A_{FB} \) values when minimizing \( \chi^2 \) in order to account for the correlations between bins in the parton-level distribution.

VII. DEPENDENCE OF THE ASYMMETRY ON \( M_{t\bar{t}} \)

The dependence of \( A_{FB} \) on the invariant mass of the \( t\bar{t} \) system was also studied in the 5 fb\(^{-1} \) analyses [2,4] with only two bins. \( M_{t\bar{t}} \) is correlated with the rapidity difference \( \Delta y \), but because \( \Delta y \) depends on the top-quark production angle in addition to \( M_{t\bar{t}} \), a measurement of the \( M_{t\bar{t}} \) dependence can provide additional information about the underlying asymmetry relative to the \( A_{FB}(|\Delta y|) \) measurement. In the previous publications [2,4], the CDF and D0 measurements of \( A_{FB} \) at small and large \( M_{t\bar{t}} \) were consistent within statistical uncertainties but had quite different central values, leading to an ambiguity in the comparison of the results and their interpretation. We use the full CDF data set and the new techniques introduced in this analysis to clarify the dependence of \( A_{FB} \) on \( M_{t\bar{t}} \).

We start at the detector level, where we divide the data into several mass bins and determine the number of events with positive (\( N_F \)) and negative (\( N_B \)) \( \Delta y \) in each bin, from which we calculate the asymmetry as a function of \( M_{t\bar{t}} \) according to

\[
A_{FB}(M_{t\bar{t}}) = \frac{N_F(M_{t\bar{t}}) - N_B(M_{t\bar{t}})}{N_F(M_{t\bar{t}}) + N_B(M_{t\bar{t}})}. \tag{7}
\]

The \( M_{t\bar{t}} \)-dependent asymmetry is compared to the NLO \( t\bar{t} \) plus background prediction in Fig. 17 and Table X. The \( M_{t\bar{t}} \) spectrum is divided into intervals of 50 GeV/c\(^2 \) below 600 GeV/c\(^2 \) and 100 GeV/c\(^2 \) intervals above 600 GeV/c\(^2 \), with the final bin containing overflow events. The \( M_{t\bar{t}} \) resolution across this range varies as a function of mass, being approximately 50 GeV/c\(^2 \) at the lowest masses and increasing to near 100 GeV/c\(^2 \) at very high mass. A linear fit of the observed data has \( \chi^2/N_{\text{dof}} = 1.0/5 \) and yields a slope of \( \alpha_{M_{t\bar{t}}} = (8.9 \pm 2.3) \times 10^{-4} \) (GeV/c\(^2 \))\(^{-1} \), which is nonzero with significance in excess of 3\( \sigma \). The predicted slope at the reconstruction level is \( (2.4 \pm 0.6) \times 10^{-4} \) (GeV/c\(^2 \))\(^{-1} \).

![FIG. 16 (color online). The parton-level forward-backward asymmetry as a function of \( |\Delta y| \) with a best-fit line superimposed. Uncertainties are correlated and include both statistical and systematic contributions. The shaded region represents the theoretical uncertainty on the slope of the prediction.](image1)

![FIG. 17 (color online). The reconstruction-level forward-backward asymmetry as a function of \( M_{t\bar{t}} \) with a best-fit line superimposed. The last bin contains overflow events. The errors on the data are statistical, and the shaded region represents the uncertainty on the slope of the prediction.](image2)
TABLE X. The asymmetry observed in the reconstructed data, compared to the SM $t\bar{t}$ plus background expectation, as a function of $M_{t\bar{t}}$.

<table>
<thead>
<tr>
<th>$M_{t\bar{t}}$ (GeV/c$^2$)</th>
<th>Data $A_{FB}$ ± stat</th>
<th>SM $t\bar{t}$ + Bkg. $A_{FB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;400</td>
<td>−0.005 ± 0.030</td>
<td>0.002 ± 0.006</td>
</tr>
<tr>
<td>400–450</td>
<td>0.053 ± 0.039</td>
<td>0.017 ± 0.010</td>
</tr>
<tr>
<td>450–500</td>
<td>0.118 ± 0.050</td>
<td>0.028 ± 0.012</td>
</tr>
<tr>
<td>500–550</td>
<td>0.152 ± 0.067</td>
<td>0.040 ± 0.018</td>
</tr>
<tr>
<td>550–600</td>
<td>0.128 ± 0.086</td>
<td>0.067 ± 0.025</td>
</tr>
<tr>
<td>600–700</td>
<td>0.275 ± 0.101</td>
<td>0.054 ± 0.024</td>
</tr>
<tr>
<td>≥ 700</td>
<td>0.294 ± 0.134</td>
<td>0.101 ± 0.042</td>
</tr>
</tbody>
</table>

After removing the background contribution, Fig. 18(a) compares the observed $M_{t\bar{t}}$ distributions in forward and backward events, with an excess of forward events in many bins. These distributions are converted into asymmetries as a function of $M_{t\bar{t}}$, as shown in Fig. 18(b) and summarized in Table XI. The linear fit to the background-subtracted asymmetries yields $\chi^2/N_{\text{dof}} = 1.1/5$ and a slope of $(10.9 \pm 2.8) \times 10^{-4}$ (GeV/c$^2$)$^{-1}$, with the predicted slope being $(3.0 \pm 0.7) \times 10^{-4}$ (GeV/c$^2$)$^{-1}$.

At the background-subtracted level, we divide the data into two regions of $M_{t\bar{t}}$ (above and below 450 GeV/c$^2$) for direct comparison to the 5.3 fb$^{-1}$ CDF analysis [2]. The $\Delta y$ distributions at high and low mass are shown in Fig. 19, yielding asymmetries of $0.030 \pm 0.031$ for $M_{t\bar{t}} < 450$ GeV/c$^2$ and $0.197 \pm 0.043$ for $M_{t\bar{t}} \geq 450$ GeV/c$^2$, where the uncertainties include statistical and background-related systematic contributions. These are in good agreement with the values from the 5.3 fb$^{-1}$ analysis, which found background-subtracted asymmetries of $-0.022 \pm 0.043$ for $M_{t\bar{t}} < 450$ GeV/c$^2$ and $0.266 \pm 0.62$ for $M_{t\bar{t}} \geq 450$ GeV/c$^2$ [2]. To check against potential systematic effects, the behavior of the background-subtracted asymmetry at high and low $M_{t\bar{t}}$ in various subsets of the data is summarized in Table XII. The $M_{t\bar{t}}$ dependence is consistent across lepton charge and lepton type. It is consistent (within relatively large statistical uncertainties) across single- and double-$b$-tagged events. The asymmetry is larger in events with exactly four jets than it is in events with at least five jets, an effect that is discussed further in Sec. IX.

We determine the parton-level mass dependence of $A_{FB}$ by correcting the $\Delta y$ and $M_{t\bar{t}}$ distributions simultaneously. To do so, we apply the unfolding procedure to a two-dimensional distribution consisting of two bins in $\Delta y$ (for forward and backward events) and four bins in $M_{t\bar{t}}$. Since regularization makes use of the second-derivative matrix, which is not well defined for a two-bin distribution, the regularization constraint is applied only along the $M_{t\bar{t}}$ dimension. The resulting $M_{t\bar{t}}$ distributions for forward and backward events are shown in Fig. 20(a). These distributions are combined to determine the differential asymmetry as a function of $M_{t\bar{t}}$ shown in Fig. 20(b) and summarized in Table XIII. The best-fit line to the measured data asymmetries at parton level has a slope $\sigma_{\Delta y} = (15.5 \pm 4.8) \times 10^{-4}$ (GeV/c$^2$)$^{-1}$ compared to the POWHEG prediction of $(3.4 \pm 1.2) \times 10^{-4}$ (GeV/c$^2$)$^{-1}$.

FIG. 18 (color online). (a) $M_{t\bar{t}}$ after background subtraction in events with positive and negative $\Delta y$ and (b) background-subtracted $A_{FB}$ as a function of $M_{t\bar{t}}$ with a best-fit line superimposed. The last bin contains overflow events. Error bars include both statistical and background-related systematic uncertainties. The shaded region in (b) represents the theoretical uncertainty on the slope of the prediction.
VIII. DETERMINATION OF THE SIGNIFICANCE OF THE DEPENDENCE OF THE ASYMMETRY ON $|\Delta y|$ AND $M_{t\bar{t}}$

The slopes of the linear dependencies of $A_{FB}$ on $|\Delta y|$ and $M_{t\bar{t}}$ provide a measure of the consistency between the data and the SM prediction. We quantify this consistency in a more rigorous manner by repeating the measurement on large ensembles of simulated experiments generated according to the SM prediction and determining the probabilities, or $p$ values, for observing the actual data given the SM assumption. Each $p$ value is defined as the fraction of simulated experiments in which the measured slopes are at least as large as those found in the data, $a_{\Delta y,M_{t\bar{t}}}^{\text{simulated}} \geq a_{\Delta y,M_{t\bar{t}}}^{\text{data}}$.

We use the background-subtracted sample for measuring these $p$ values because it provides access to an asymmetry calculation that has been corrected for background but is still independent of the assumptions made when using a regularized unfolding procedure to extract parton-level information. We start from the predicted distribution at the reconstruction level, created from the standard model predictions of POWHEG and the various background contributions proportioned as in Table II. The population of each bin of this predicted distribution is fluctuated within its uncertainty, which includes the statistical uncertainty on the contents of that bin, the systematic uncertainties on the various background contributions, as described in Sec. VII B above, and the theoretical uncertainty on the POWHEG prediction.

Many systematic uncertainties may in principal simultaneously affect both the signal and background models. However, the theory uncertainty is the dominant uncertainty on the predicted asymmetry (0.011). As a point of comparison, the uncertainty due to jet energy scales is only 0.0008, and the effects of correlations between uncertainties on the $t\bar{t}$ prediction and backgrounds are negligible. For this reason we do not include the effect of correlations between uncertainties on the signal and background models.

For each simulated experiment, the nominal background prediction with the normalizations of Table II is subtracted, and the slopes of the remaining asymmetries as a function of $|\Delta y|$ and $M_{t\bar{t}}$ are fit. We find $p$ values of $2.2 \times 10^{-3}$ for $A_{FB}(|\Delta y|)$ and $7.4 \times 10^{-3}$ for $A_{FB}(M_{t\bar{t}})$, corresponding to 2.8$\sigma$ and 2.4$\sigma$ discrepancies respectively (based on a one-sided integration of the normal probability distribution).

TABLE XII. Various measured asymmetries after background subtraction, inclusively and at small and large $M_{t\bar{t}}$.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Inclusive</th>
<th>$A_{FB} \pm$ (stat + syst)</th>
<th>$M_{t\bar{t}} &lt; 450$ GeV/c$^2$</th>
<th>$M_{t\bar{t}} \geq 450$ GeV/c$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>0.087 ± 0.026</td>
<td>0.030 ± 0.031</td>
<td>0.197 ± 0.043</td>
<td></td>
</tr>
<tr>
<td>Positive leptons</td>
<td>0.094 ± 0.036</td>
<td>0.034 ± 0.044</td>
<td>0.207 ± 0.060</td>
<td></td>
</tr>
<tr>
<td>Negative leptons</td>
<td>0.080 ± 0.035</td>
<td>0.027 ± 0.043</td>
<td>0.186 ± 0.057</td>
<td></td>
</tr>
<tr>
<td>Exactly 1 $b$ tags</td>
<td>0.100 ± 0.031</td>
<td>0.047 ± 0.036</td>
<td>0.220 ± 0.049</td>
<td></td>
</tr>
<tr>
<td>At least 2 $b$ tags</td>
<td>0.037 ± 0.045</td>
<td>−0.018 ± 0.055</td>
<td>0.134 ± 0.073</td>
<td></td>
</tr>
<tr>
<td>Electrons</td>
<td>0.079 ± 0.039</td>
<td>0.017 ± 0.047</td>
<td>0.195 ± 0.062</td>
<td></td>
</tr>
<tr>
<td>Muons</td>
<td>0.094 ± 0.033</td>
<td>0.041 ± 0.040</td>
<td>0.197 ± 0.055</td>
<td></td>
</tr>
<tr>
<td>Exactly 4 jets</td>
<td>0.110 ± 0.031</td>
<td>0.029 ± 0.037</td>
<td>0.256 ± 0.049</td>
<td></td>
</tr>
<tr>
<td>At least 5 jets</td>
<td>0.033 ± 0.044</td>
<td>0.034 ± 0.053</td>
<td>0.033 ± 0.077</td>
<td></td>
</tr>
</tbody>
</table>
FIG. 20 (color online). (a) The parton-level \( M_{t\bar{t}} \) distributions for events with positive and negative \( \Delta y \) and (b) the parton-level forward-backward asymmetry as a function of \( M_{t\bar{t}} \) with a best-fit line superimposed. The last bin contains overflow events. Uncertainties are correlated and include both statistical and systematic contributions. The shaded region in (b) represents the theoretical uncertainty on the slope of the prediction.

**IX. DEPENDENCE OF THE ASYMMETRY ON THE TRANSVERSE MOMENTUM OF THE \( t\bar{t} \) SYSTEM**

The QCD asymmetry at NLO arises from the sum of two different effects [1]. The interference of the \( 2 \to 2 \) tree-level diagrams (upper left of Fig. 21) and the NLO box diagrams (upper right) produces a positive asymmetry (“Born-box” interference), while the interference of \( 2 \to 3 \) tree-level diagrams with initial-state (lower left) and final-state radiation (lower right) produces a negative asymmetry (“ISR-FSR” interference). In the latter final state, \( t\bar{t} \) plus an additional jet, the \( t\bar{t} \) system acquires a transverse momentum \( p_T^{t\bar{t}} \), while in the former case with an exclusive \( t\bar{t} \) final state, all events have \( p_T^{t\bar{t}} = 0 \). The resultant SM asymmetry at NLO is therefore the sum of two effects of different sign, with very different \( p_T^{t\bar{t}} \) dependence. The virtual effects from Born-box interference are larger, leading to a net positive asymmetry. Recent work has also emphasized that color coherence during the hadronization process can produce a significant \( p_T^{t\bar{t}} \) dependence for the asymmetry in Monte Carlo generators that include hadronization [4], with the degree of the \( p_T^{t\bar{t}} \) dependence varying greatly depending on the details of the implementation of color coherence [10]. The verification of the \( p_T^{t\bar{t}} \) dependence of the asymmetry is therefore crucial to understanding the reliability of the SM predictions for \( A_{FB} \) [4], as well as testing for possible new effects beyond the SM.

In this section, we first compare and discuss several predictions for \( A_{FB}(p_T^{t\bar{t}}) \). We then compare the data to two of these predictions (the NLO with hadronization prediction from POWHEG and the LO with hadronization prediction from PYTHIA), showing that the asymmetry in the data displays the same trend with respect to \( p_T^{t\bar{t}} \) as observed in both POWHEG and PYTHIA, and that the excess inclusive asymmetry in the data is consistent with a \( p_T^{t\bar{t}} \)-independent component.

We define the \( p_T^{t\bar{t}} \) dependence of the asymmetry as

\[
A_{FB}(p_T^{t\bar{t}}) = \frac{N_F(p_T^{t\bar{t}}) - N_B(p_T^{t\bar{t}})}{N_F(p_T^{t\bar{t}}) + N_B(p_T^{t\bar{t}})},
\]

The expected SM parton-level asymmetry is shown for four predictions in Fig. 22. The matrix elements for PYTHIA are LO for \( t\bar{t} \) production, with some higher-order effects approximated through hadronization. There is essentially no net inclusive asymmetry in PYTHIA due to the underlying \( 2 \to 2 \) matrix elements in the hard-scattering process; gluon emission during hadronization results in a
negative asymmetry for nonzero $p_T^{ij}$ events, leaving a positive asymmetry in the low-$p_T^{ij}$ region.

The other three curves suggest a different behavior for the $p_T^{ij}$ dependence at NLO. The MCFM calculation uses NLO matrix elements for $t\bar{t}$ production, and includes both the Born-box and ISR-FSR interference terms, with the result being a parton-level output with two partons ($t\bar{t}$) or three partons ($t\bar{t}$ plus a gluon) in the final state. In MCFM, events produced by the virtual matrix elements with Born-box interference have $p_T^{ij} = 0$ and a positive asymmetry, while events produced by the real matrix elements describing gluon radiation have nonzero $p_T^{ij}$ and a negative asymmetry. POWHEG has the same NLO matrix elements as MCFM, with additional higher-order effects approximated through hadronization performed by PYTHIA. The additional radiation from the hadronization process results in a migration of events in $p_T^{ij}$ and thus a moderation of the otherwise bimodal $p_T^{ij}$ behavior observed in MCFM.

The POWHEG prediction with PYTHIA hadronization can be partially checked against a recent NLO calculation for $t\bar{t}$ production in association with an extra energetic jet ($p_T^{\text{jet}} > 20 \text{ GeV}/c$ and $|\eta_{\text{jet}}| < 2.0$) [37] shown as "$t\bar{t} + \text{jet}$." This calculation has a Born-level final state with three partons ($t\bar{t}$ plus a gluon), and thus it is most relevant for comparison to the other predictions at high $p_T^{ij}$. It contains virtual matrix elements for the $t\bar{t} + \text{jet}$ final state as well as real corrections from final states with $t\bar{t}$ and two extra jets. The negative asymmetry observed in the tree-level prediction for $t\bar{t} + \text{jet}$ (as shown in MCFM at high $p_T^{ij}$) is reduced with the full NLO calculation of this final state. In the high-$p_T^{ij}$ region, we see that the POWHEG predictions are in good agreement with those from the NLO $t\bar{t} + \text{jet}$ calculation.

In Fig. 4 we show that the reconstructed $p_T^{ij}$ spectrum in the data is well reproduced by the $t\bar{t}$ signal and background model simulations. Building on this, we study the $p_T^{ij}$ dependence of the asymmetry in the data. Figure 23 shows $A_{FB}(p_T^{ij})$ for the data after background subtraction compared to predictions from POWHEG (hadronized with PYTHIA) and from PYTHIA. The trends of the parton-level curves in Fig. 22 are reproduced: the LO prediction has a steady drop, while the NLO prediction tends to zero or slightly below. The data show a clear decrease with $p_T^{ij}$, but lie above the models. We investigate this using the ansatz that the data contain an additional source of asymmetry that is independent of $p_T^{ij}$. In this case, because independent asymmetries are additive, it should be possible to normalize the model predictions to the data by adding a constant offset $\Delta A$ that is equal to the excess observed inclusive asymmetry in the data.

We test this ansatz using the color-octet model Octet A (implemented in MADGRAPH with hadronization performed by PYTHIA) described at the end of Sec. II. In this LO
asymmetry in Octet A is independent of \( \pt \). The inclusive difference is \( \Delta A_{\text{Oct}} = 0.127 \). If the excess asymmetry in Octet A is independent of \( \pt \), we expect that the asymmetry will differ from the NLO standard model predictions, which have a background-subtracted asymmetry of \( 0.087 \) in the data, \( 0.033 \) in NLO POWHEG (Table III), and \( -0.021 \) in LO PYTHIA, resulting in the observed asymmetry of \( \Delta A_{\text{NLO}} = 0.054 \) and \( \Delta A_{\text{LO}} = 0.108 \).

The normalized \( A_{\text{FB}}(p_T^2) \) models are compared to the data in Fig. 25. The asymmetry measured at the background-subtracted level between events with exactly four jets and at least five jets is \( 0.087 \) in the data, \( 0.033 \) in NLO POWHEG (Table III), and \( -0.021 \) in LO PYTHIA, resulting in the observed asymmetry of \( \Delta A_{\text{NLO}} = 0.054 \) and \( \Delta A_{\text{LO}} = 0.108 \).

Figure 26 shows the measured asymmetry \( A_{\text{FB}}(p_T^2) \) behavior of the data is compared to the background-subtracted level between events with exactly four jets and at least five jets. Rephrasing this in terms of \( p_T^2 \), we find the asymmetry in five-jet events is \( 34.4 \pm 0.6 \text{ GeV}/c \) compared to \( 18.6 \pm 0.3 \text{ GeV}/c \) in events with only four jets. The smaller asymmetry in events with extra jets is seen to be consistent with the observed \( A_{\text{FB}}(p_T^2) \) behavior.

**X. CONCLUSIONS**

We study the forward-backward asymmetry \( A_{\text{FB}} \) in top-quark pair production using the full CDF Run II data set. Using the reconstructed \( \bar{t}t \) rapidity difference in the detector frame, after removal of backgrounds, we observe an inclusive asymmetry of \( 0.063 \pm 0.019 \text{(stat)} \) compared to \( 0.020 \pm 0.012 \text{ expected from the NLO standard model} \) (with both QCD and electroweak contributions). Looking differentially, the asymmetry is found to have an approximately linear dependence on both \( |\Delta y| \) and \( M_{\bar{t}t} \), as expected for the NLO charge asymmetry, although with larger slopes than the NLO prediction. The probabilities to observe the measured values or larger for the detector-level

---

**FIG. 25** (color online). The background-subtracted forward-backward asymmetry in the data as a function of the transverse momentum of the \( \bar{t}t \) system, compared to both POWHEG and PYTHIA. The model predictions have been normalized to the inclusive asymmetry measured in the simulated samples, with the addition of \( \Delta A_{\text{NLO}} \) to POWHEG and \( \Delta A_{\text{LO}} \) to PYTHIA as described in the text. Error bars include both statistical and background-related systematic uncertainties. The last bin contains overflow events.

**FIG. 26** (color online). The measured asymmetries as a function of (a) \( |\Delta y| \) and (b) \( M_{\bar{t}t} \) in the data at the three different levels of correction. The error bars include both statistical uncertainties and the appropriate systematic uncertainties for each correction level as described in the text. The last bin contains overflow events.
dependencies are $2.8\sigma$ and $2.4\sigma$ for $|\Delta y|$ and $M_{t\bar{t}}$ respectively. The results are corrected to the parton level to find the differential cross section $d\sigma/d(\Delta y)$, where we measure an inclusive parton-level asymmetry of $0.164 \pm 0.047$ (stat + syst). The asymmetries and their functional dependencies at the three stages of the analysis procedure are summarized in Fig. 26 and Table XIV.

We also study the dependence of $A_{FB}$ on the transverse momentum of the $t\bar{t}$ system. We find a significant momentum dependence that is consistent with either of the LO or NLO predictions, and evidence that the excess asymmetry is independent of the momentum. This new measurement of the top-quark production asymmetry serves as a means to better understand higher-order corrections to the standard model or potential effects from non-SM processes.
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**APPENDIX A: VALIDATION OF CHARGE ASYMMETRY MEASUREMENTS WITH THE CDF II DETECTOR**

With a $p\bar{p}$ initial state and a $t\bar{t}$ final state that are symmetric under charge conjugation, the forward-backward asymmetry is equivalent to a charge asymmetry. The asymmetry measurements rely crucially on measurement of the lepton charge to determine the charges of all reconstructed particles in the $t\bar{t}$ final state. This is particularly important when the lepton $p_T$ is large, as large $M_{t\bar{t}}$ is correlated with large-lepton-$p_T$ events, in which the determination of the lepton charge is more challenging. It is therefore important to verify that the lepton-charge determination is modeled correctly over the lepton $p_T$ and $\eta$ ranges pertinent to the $t\bar{t}$ measurements.

We do this in the large sample of CDF events containing a $W$ boson and only one observed hadronic jet. In addition to an abundant, low-background signal, this sample features a well-understood, lepton-$p_T$-dependent asymmetry in the direction of motion of the lepton from the $W$-boson decay, which is used to gauge the charge measurement. We measure the asymmetry in the observable $q \cdot \eta_{lep}$, where $q$ is the lepton charge and $\eta_{lep}$ is the pseudorapidity of the lepton. At low lepton $p_T$, the asymmetry is positive and dominated by asymmetric contributions to the proton parton-distribution function from $u$ and $d$ quarks, while at large lepton $p_T$, the asymmetry is negative and dominated by effects from the electroweak decay of the $W$ boson. We compare the data and prediction for the leptonic asymmetry over the relevant ranges of lepton $p_T$ and $\eta_{lep}$ to test whether we reproduce the known SM asymmetries in this important control region. As in the analysis of the $t\bar{t}$...
signal sample, SM $W + \text{jet}$ production is modeled using the ALPGEN generator [27].

The lepton selection in this sample is the same as that for $t\bar{t}$ candidate events. We require there to be only one observed hadronic jet, for which no $b$-tag requirement is applied. We also release the $H_T$ requirement for this sample. Finally, we introduce a new variable, the minimum $W$-boson mass. We add the four-momenta of the identified lepton and the “neutrino,” which is defined to be a massless particle with the $x$ and $y$ components of momentum given by the $\bar{E}_T$, and the $z$ component chosen to minimize the total mass of the lepton + neutrino system. We require this mass to exceed 20 GeV/$c^2$, removing most of the non-$W$ contribution to this data sample. After applying this selection, we have approximately 800,000 total data events.

The lepton $p_T$ in the $W + 1$ jet sample is given in Fig. 27. Good agreement with the prediction is seen over the entire spectrum. Compared to the lepton $p_T$ in $t\bar{t}$ events shown in Fig. 6, this distribution is softer, but it still provides sufficient precision in the high-lepton-$p_T$ region relevant to the $t\bar{t}$ sample. Figure 28 shows the asymmetries in $q \cdot \eta_{lep}$ as a function of $|\eta_{lep}|$ and lepton $p_T$. Across the entire spectrum, the asymmetry is measured with good accuracy and is in excellent agreement with the SM prediction. The biggest difficulty with the comparison is the uncertainty due to model sampling at very large $|\eta_{lep}|$ and lepton $p_T$.

In $t\bar{t}$ events, lepton $p_T$ is correlated with $M_{t\bar{t}}$, with higher mass $t\bar{t}$ pairs leading to larger lepton $p_T$. Therefore, in the context of $A_{FB}(M_{t\bar{t}})$, where a large asymmetry is observed at high mass, we are particularly interested in events with high lepton $p_T$. The measured asymmetries in two bins of lepton $p_T$ are given in Table XV for direct comparison to the SM prediction. In the context of $A_{FB}(|\Delta y|)$, we also list the asymmetries for two bins of $|\eta_{lep}|$ in Table XVI. Excellent agreement to within 1% is found between the data and the prediction in all regions of lepton $p_T$ and $\eta_{lep}$ using this high-precision control sample, supporting confidence in the understanding and modeling of the detector’s lepton charge reconstruction.

### APPENDIX B: COVARIANCE MATRICES FOR THE PARTON-LEVEL RESULTS

The unfolding procedure used to determine the parton-level results presented in this paper corrects for migrations of events between bins. In doing so, it introduces correlations between bins in the measured results, as each “detector-level event” affects multiple bins at the parton level. Proper error treatment requires the use of a covariance matrix to describe these correlations. This is particularly important when measuring quantities that involve multiple bins, such as the linear fits discussed in the main body of the paper. In Table XVII, we provide the eigenvalues and
measurements of $\Delta y$ display the same information for the parton-level differential cross section measurement. Tables XVIII and XIX contain the eigenvalues and eigenvectors of the covariance matrix for the parton-level measurement of $d\sigma/d(\Delta y)$. A single vertical column contains first an eigenvalue, then the error eigenvector that corresponds to that eigenvalue.

**TABLE XVII.** The eigenvalues and eigenvectors of the covariance matrix for the parton-level measurement of $d\sigma/d(\Delta y)$. A single vertical column contains first an eigenvalue, then the error eigenvector that corresponds to that eigenvalue.

<table>
<thead>
<tr>
<th>Eigenvalue $\lambda$</th>
<th>0.0380</th>
<th>0.0204</th>
<th>0.00782</th>
<th>0.00559</th>
<th>0.00346</th>
<th>0.00245</th>
<th>0.000134</th>
<th>0.000014</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta y \leq -1.5$</td>
<td>-0.185</td>
<td>-0.014</td>
<td>-0.260</td>
<td>0.051</td>
<td>-0.439</td>
<td>0.286</td>
<td>0.788</td>
<td>0.017</td>
</tr>
<tr>
<td>$-1.5 \leq \Delta y &lt; -1.0$</td>
<td>-0.249</td>
<td>-0.171</td>
<td>-0.366</td>
<td>0.264</td>
<td>-0.515</td>
<td>0.281</td>
<td>-0.585</td>
<td>-0.141</td>
</tr>
<tr>
<td>$-1.0 \leq \Delta y &lt; -0.5$</td>
<td>0.111</td>
<td>-0.563</td>
<td>-0.139</td>
<td>0.679</td>
<td>0.196</td>
<td>-0.312</td>
<td>0.145</td>
<td>0.185</td>
</tr>
<tr>
<td>$-0.5 \leq \Delta y &lt; 0.0$</td>
<td>0.649</td>
<td>-0.261</td>
<td>0.489</td>
<td>0.078</td>
<td>-0.275</td>
<td>0.426</td>
<td>-0.002</td>
<td>-0.089</td>
</tr>
<tr>
<td>$0.0 \leq \Delta y &lt; 0.5$</td>
<td>0.490</td>
<td>0.571</td>
<td>-0.215</td>
<td>0.255</td>
<td>-0.370</td>
<td>-0.430</td>
<td>-0.012</td>
<td>0.022</td>
</tr>
<tr>
<td>$0.5 \leq \Delta y &lt; 1.0$</td>
<td>-0.140</td>
<td>0.504</td>
<td>0.146</td>
<td>0.556</td>
<td>0.321</td>
<td>0.501</td>
<td>-0.019</td>
<td>0.204</td>
</tr>
<tr>
<td>$1.0 \leq \Delta y &lt; 1.5$</td>
<td>-0.364</td>
<td>0.076</td>
<td>0.524</td>
<td>0.292</td>
<td>-0.170</td>
<td>-0.292</td>
<td>0.095</td>
<td>-0.615</td>
</tr>
<tr>
<td>$\Delta y \geq 1.5$</td>
<td>-0.280</td>
<td>-0.016</td>
<td>0.444</td>
<td>-0.030</td>
<td>-0.400</td>
<td>-0.198</td>
<td>-0.084</td>
<td>0.719</td>
</tr>
</tbody>
</table>

**TABLE XVIII.** The eigenvalues and eigenvectors of the covariance matrix for the parton-level measurement of $A_{FB}(\sqrt{\Delta y})$. A single vertical column contains first an eigenvalue, then the error eigenvector that corresponds to that eigenvalue.

<table>
<thead>
<tr>
<th>Eigenvalue $\lambda$</th>
<th>0.0293</th>
<th>0.00734</th>
<th>0.000721</th>
<th>0.0000497</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\Delta y</td>
<td>&lt; 0.5$</td>
<td>-0.062</td>
<td>0.376</td>
</tr>
<tr>
<td>$0.5 \leq</td>
<td>\Delta y</td>
<td>&lt; 1.0$</td>
<td>0.033</td>
<td>0.838</td>
</tr>
<tr>
<td>$1.0 \leq</td>
<td>\Delta y</td>
<td>&lt; 1.5$</td>
<td>0.471</td>
<td>0.347</td>
</tr>
<tr>
<td>$</td>
<td>\Delta y</td>
<td>\geq 1.5$</td>
<td>0.880</td>
<td>-0.191</td>
</tr>
</tbody>
</table>

**TABLE XIX.** The eigenvalues and eigenvectors of the covariance matrix for the parton-level measurement of $A_{FB}(M_t)$. A single vertical column contains first an eigenvalue, then the error eigenvector that corresponds to that eigenvalue.

<table>
<thead>
<tr>
<th>Eigenvalue $\lambda$</th>
<th>0.0431</th>
<th>0.00158</th>
<th>0.00441</th>
<th>0.000152</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_t &lt; 450$ GeV/$c^2$</td>
<td>-0.019</td>
<td>-0.753</td>
<td>0.641</td>
<td>-0.151</td>
</tr>
<tr>
<td>$450$ GeV/$c^2 \leq M_t &lt; 550$ GeV/$c^2$</td>
<td>-0.009</td>
<td>0.612</td>
<td>0.597</td>
<td>-0.519</td>
</tr>
<tr>
<td>$550$ GeV/$c^2 \leq M_t &lt; 650$ GeV/$c^2$</td>
<td>0.419</td>
<td>-0.223</td>
<td>-0.431</td>
<td>-0.767</td>
</tr>
<tr>
<td>$M_t \geq 650$ GeV/$c^2$</td>
<td>0.908</td>
<td>0.094</td>
<td>0.218</td>
<td>0.346</td>
</tr>
</tbody>
</table>

eigenvectors of the covariance matrix for the parton-level differential cross section measurement. Tables XVIII and XIX display the same information for the parton-level measurements of $A_{FB}(|\Delta y|)$ and $A_{FB}(M_t)$ respectively.

The bins are the same as those described in Tables VI, IX, and XIII. The covariance matrices include both statistical and systematic contributions, with the systematics uncertainties assumed to be 100% correlated across bins.

The polar angle is $\theta$ and the azimuthal angle is $\phi$. With total energy $E$ and momentum $p$, the transverse energy is defined as $E_T = E \sin \theta$ and the transverse momentum is $p_T = p \sin \theta$. The missing transverse energy ($\not{E}_T$) is the magnitude of $\not{E}_T = -\sum_i E_i \hat{n}_i$, where $\hat{n}_i$ is a unit vector perpendicular to the beam axis and pointing to the $i$th calorimeter tower. The pseudorapidity is $\eta = -\ln (\tan (\theta/2))$.
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