On the temporal memory of coastal upwelling off NW Africa
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Abstract We use a combination of satellite, in situ, and numerical data to provide a comprehensive view of the seasonal coastal upwelling cycle off NW Africa in terms of both wind forcing and sea surface temperature (SST) response. Wind forcing is expressed in terms of both instantaneous (local) and time-integrated (nonlocal) indices, and the ocean response is expressed as the SST difference between coastal and offshore waters. The classical local index, the cross-shore Ekman transport, reproduces reasonably well the time-latitude distribution of SST differences but with significant time lags at latitudes higher than Cape Blanc. Two nonlocal indices are examined. One of them, a cumulative index calculated as the backward averaged Ekman transport that provides the highest correlation with SST differences, reproduces well the timing of the SST differences at all latitudes (except near Cape Blanc). The corresponding time lags are close to zero south of Cape Blanc and range between 2 and 4 months at latitudes between Cape Blanc and the southern Gulf of Cadiz. The results are interpreted based on calculations of spatial and temporal auto and cross correlations for wind forcing and SST differences. At temporal scales of 2–3 weeks, the alongshore advection of alongshore momentum compensates for interfacial friction, allowing the upwelling jet and associated frontal system to remain active. We conclude that the coastal jet plays a key role in maintaining the structure of coastal upwelling, even at times of relaxed winds, by introducing a seasonal memory to the system in accordance with the atmospheric-forcing annual cycle.

1. Introduction

The relevance of fisheries off NW Africa during the 1970s led to a systematic study of the region’s upwelling characteristics [Wooster et al., 1976; Speth et al., 1978; Hempel, 1982; Mittelstaedt, 1983, 1991], although it was the routine availability of satellite sea surface temperature (SST) images in the 1980s that eventually brought a much better knowledge of its temporal and spatial variability [Van Camp et al., 1991; Nykjaer and VanCamp, 1994; Hernández-Guerra and Nykjaer, 1997]. The message that progressively arose from remote sensing, not only SST but also sea surface color [e.g., Gabric et al., 1993; Carr and Kearns, 2003] and sea surface height [e.g., Lazaro et al., 2005; Sangrà et al., 2009], was the three-dimensional (3-D) character of coastal upwelling. It has become clear that the classical two-dimensional (2-D) vertical cell is a useful idealization to understand the basic wind-driven mechanism behind coastal upwelling [e.g., Gill, 1982; Csanady, 1982; Lentz and Chapman, 2004; Estrade et al., 2008; Marchesiello and Estrade, 2010], but the real coastal ocean commonly displays very diverse and, often, unexpected behaviors.

Despite this important realization, there have been tenacious efforts to locally relate sea surface winds to SST response in coastal upwelling regions. The typical procedure is to build simple functions, named upwelling indices, for both atmospheric forcing and ocean response in terms of instantaneous local variables, with the expectation for them to bear a direct relation. The reasoning behind this approach is that, in the 2-D perspective, the surface coastal ocean (top 100–200 m) responds quite rapidly (time scales of a few days) to changes in local wind forcing [e.g., Csanady, 1977; DeSzoeke and Richman, 1981, 1984; Samelson and DeSzoeke, 1988; Pelegrí and Richman, 1993; Choboter et al., 2011] as compared with the typical temporal coherence of the winds (of the order of 1–2 weeks). Therefore, the evolution of SST on monthly and longer time scales may be approximately viewed as a direct response to local wind forcing.

A very simple wind-induced coastal upwelling index was first proposed by Bakun [1973]. The alongshore sea-surface wind stress induces seaward Ekman transport which, in steady state, causes upwelling of (relatively cold) subsurface waters. In a 2-D coastal ocean, the stronger the alongshore surface winds the more
intense the upwelling, and the greater the SST difference between the coast and the interior ocean. In early studies, the wind field was estimated using surface pressure fields, and SST differences were only available from relatively scarce ship observations [Wooster et al., 1976; Speth et al., 1978]. Later, surface winds became available from weather forecast models and SST from infrared satellite images [Nykjaer and VanCamp, 1994; Demarcq and Faure, 2000]. Most recently, both data sets come routinely from satellite measurements [e.g., Marcello et al., 2011; Pardo et al., 2011; Castellanos et al., 2013a, 2013b; Benazzouz et al., 2014].

The cross-shore Ekman transport (or Bakun) index has been a widely used tool, reflecting its adequacy for many coastal regions. Nevertheless, the several major assumptions behind this simple index warn us that it may fail in a number of circumstances. First, it assumes steady state, ignoring any transient after a wind pulse. Second, it also ignores the advection of upstream momentum; we will argue later that this is a poor assumption off NW Africa where there is temporal memory caused by the dynamic connection between adjacent areas. Third, it does not consider internal friction associated with the alongshore jet; this friction may occur in the form of mixing, which brings both mass and momentum to the surface layer, reducing the actual Ekman transport and setting a limit on the offshore propagation of the upwelling front and the velocity of the alongshore jet. Finally, it neglects horizontal pressure gradients, thereby removing any geostrophic contribution that may drive convergence or divergence in the upwelling region; the 3-D character of upwelling indeed tells us that this will often be an unrealistic assumption.

The spatial and temporal coverage of contemporary satellite images has meant a revolution in our view of coastal upwelling, emphasizing the spatial and temporal variability of the coastal SST field and allowing us to examine the degree to which it is correlated with the surface wind field. It has progressively become evident that coastal upwelling depends not only on the intensity of the nearshore local winds, as the fundamental driving mechanism, but also on many other factors, mainly on the length and curvature of the coast, the bottom topography, the upstream flow, the neighboring interior ocean, and the temporal distributions of the wind field. Geomorphological factors do not change in time and could, in principle, be appraised by a position-dependent index that is (likely nonlinearly) related to the intensity of the wind. The temporal variability of the wind and the flow in the neighboring ocean, however, imply a non-Newtonian response of the coastal ocean, in the sense that it is not a direct function of the forcing but, rather, depends on the history of forcing over a region much larger than the area under consideration.

In this work, we focus on understanding how, at each location, the time history of forcing winds sets the intensity of coastal upwelling off NW Africa. The region of study goes from Cape Verde to the Strait of Gibraltar, or roughly between 15°N and 36°N, although in some descriptions we also include the adjacent areas (Figure 1). The area between Cape Blanc (about 21°N) and the southern Gulf of Cadiz (south of 36°N) has year-long upwelling-favorable winds, although north of the Canary Islands (located between 28°N and 29°N) the winds weaken substantially during winter [Wooster et al., 1976; Nykjaer and VanCamp, 1994;
Between Cape Verde (about 15°N) and Cape Blanc, the winds change with the season, being upwelling favorable only from late fall to late spring when they oppose the northward flowing Mauritania Current [Nykjaer and VanCamp, 1994; Hernández-Guerra and Nykjaer, 1997; Demarcq and Faure, 2000; Lazaro et al., 2005; Peña-Izquierdo et al., 2012; Castellanos et al., 2013b]. Near Cape Blanc, we find an area dominated by intense coastal convergence and offshore export of coastal waters, typically not related to the local wind regime [Pastor et al., 2008; Peña-Izquierdo et al., 2012; Castellanos et al., 2013b].

The north-easterly winds not only drive the coastal SST through upwelling but are also responsible for inducing the coastal baroclinic upwelling jet. This jet develops in the coastal transition zone (CTZ), located between the shelf and interior oceans [Barton, 1998], and enables communication between adjacent latitudinal upwelling regions. In some locations, the alongshore jet feeds/leaks from/to the interior eastern boundary ocean: input takes place between the Strait of Gibraltar and Cape Ghir, as the presence of the Strait breaks down the possibility of upstream flow [Pelegrí et al., 2005a, 2006; Mason et al., 2011, 2012; Laiz et al., 2012], and output occurs at the Cape Verde frontal zone (CVFZ), where the subtropical upwelled waters are diverted offshore as they encounter tropical waters from the south [Pastor et al., 2008; Peña-Izquierdo et al., 2012]. The jet constitutes the actual boundary condition of the subtropical gyre; it can be considered as the easternmost branch of the southward Canary Current, and has been named the Canary Upwelling Current (CUC) [Pelegrí et al., 2006].

For our analysis, we use a combination of climatological [Troupin et al., 2010], satellite, and numerical model (Mason et al., 2011) data. In particular, we expect the high-resolution numerical model to be informative about major local deviations from 2-D behavior. We also look at in situ data from years 2007 and 2008, including two extensive cruises, in order to gain a perspective on intraannual variability at short time scales. We use two nonlocal indices to understand how the upwelling system, characterized by SST difference between offshore and coastal waters, responds to the temporal memory of the alongshore wind stress. These indices are the wind-impulse anomalies, here understood as cumulative deviations from the mean upwelling conditions, and the time-lagged cumulative wind, defined as the time integral over a certain lag period such that it provides the highest correlation with the SST differences. The indices represent complementary views of the intensity of upwelling as compared with the classical Ekman upwelling index.

The paper is structured as follows. In section 2, we present the data sources. In section 3, we use climatological in situ and numerical data to discuss the seasonal cycle in the eastern boundary ocean and coastal upwelling region. Next, we focus on the skill of local indices to describe the seasonal cycle (section 4) and search for explanations of the nonlocal behavior (section 5). In section 6, we propose two indices which incorporate temporal memory and examine their behavior over the seasonal cycle. In section 7, we look at how all these indices perform for two individual years. We end with some concluding remarks (section 8).

2. Data Sets

2.1. In Situ Data

Our principal source of in situ data comes from the North-East Atlantic high-resolution (0.1° horizontal resolution on 33 depth levels) monthly climatology, produced by Troupin et al. [2010] using data-interpolating variational analysis (DIVA). The methodology takes into consideration both bottom topography and the coastline, allowing an improved description of the coastal areas.

We also use results from cruises carried out in November 2007 (29 October to 20 November, R/V García del Cid) and November 2008 (3–29 November, R/V Sarmiento de Gamboa). These cruises had excellent coverage of the continental slope between Cape Verde and the Strait of Gibraltar, with 150–200 km cross-shore sections about every degree of latitude [Pastor et al., 2012; Peña-Izquierdo et al., 2012]. Each section contains between five and ten stations, separated by distances of about 5 km nearshore and 30 km beyond the continental slope.

In our description, we focus on five sections at nominal latitudes of 17.5°N, 21.5°N, 24°N, 32°N, and 34°N. All sections, except the one at 17.5°N, are within the quasi-permanent upwelling region; for the two northern sections (32°N and 34°N), upwelling weakens substantially from late fall to late spring while the southernmost section (17.5°N) belongs to an area where upwelling ceases between late spring and late fall.
2.2. Numerical Data

The numerical data come from an extensively validated, high-resolution, Regional Oceanic Modeling System (ROMS) for the North-East subtropical Atlantic Ocean [Shchepetkin and McWilliams, 2005; Mason et al., 2011]. The model runs in sigma coordinates with a horizontal resolution of 7.5 km and 32 vertical levels, covering from 8°N to 50°N and from the coastline to 50°W. The model is integrated over 50 years with climatological atmospheric fields; in particular, the 0.25° resolution surface wind stress comes from the monthly 8 year Scatterometer Climatology of Ocean Winds (SCOW), which is based on QuikSCAT data between 1999 and 2007 [Risien and Chelton, 2008]. In this study, we have used years 11–50 of the numerical outputs, where each variable is a 3 day average; the analyses and figures presented are based on the averages calculated from these 40 years of output data.

2.3. Remote Sensing Data

SST data have been gathered by the Advanced Very High Resolution Radiometer (AVHRR) sensors of the National Oceanic and Atmospheric Administration (NOAA) satellite series. The 8 day AVHRR ascending mode SST data, with a resolution of about 5 km, are downloaded from the Physical Oceanography Distributed Active Archive Center of the National Aeronautics and Space Administration (NASA) (http://poet.jpl.nasa.gov/). We use 29 years of AVHRR data, from September 1981 to December 2009, to obtain the monthly climatology. Additionally, we examine data from January 2007 to December 2008 in order to appreciate the variability during a period that included extensive sampling off NW Africa.

Wind data are available from two different sources. The first set of data comes from the QuikSCAT sensor, available from the Center for Satellite Exploitation and Research at the Institut Français de Recherche pour l’Exploitation de la Mer (http://cersat.ifremer.fr). One product from this data set is the daily sea-surface horizontal wind stress, with a 0.5° latitude-longitude resolution; the corresponding climatology is obtained using the complete set of measurements (just over 10 years, from June 1999 to November 2009). The second data set corresponds to the Cross-Calibrated, Multi-Platform Ocean Surface Wind Velocity (CCMP) product, funded under the NASA Earth Science Enterprise, which combines wind measurements derived from scatterometer and microwave sensors by using a variational analysis method [Atlas et al., 2011]. A high spatial (25 km) and temporal (daily) record of ocean surface winds, available from July 1987 to December 2011, is also used to obtain the corresponding wind climatology (http://podaac.jpl.nasa.gov).

Both QuikSCAT and CCMP products have been explored to appraise the annual wind cycle over the region of interest and, in particular, to examine its relation with SST variability during years 2007 and 2008, when the two hydrographic cruises were carried out. A comparison of the wind fields from both products illustrates remarkable similarities, with analogous spatial and temporal patterns but slightly greater magnitude (of the order of 10%) for QuikSCAT. For the calculations in this paper, we use only the CCMP product.

3. The Coastal Upwelling Seasonal Cycle

The upwelling-favorable winds off NW Africa are associated with the anticyclonic motion of the lower atmosphere around the Azores High in the North Atlantic Ocean. The Azores High has a seasonal latitudinal motion, between about 25°N in late winter and 35°N in late summer, which drives the intensity and latitudinal extension of the north-easterly winds off NW Africa. Several coastal upwelling studies have looked at the predominant seasonal cycle in both wind forcing and coastal ocean response [Wooster et al., 1976; Speth et al., 1978; Nykjaer and VanCamp, 1994]. Time averaging over many years removes the synoptic variability in the atmospheric and ocean variables, which is equivalent to removing the short-scale (few days) ocean and atmospheric dynamics. Since the surface winds and upper ocean are tightly linked at these short scales, we could expect that such a low-pass filter would lead to a poor correlation between surface winds and SST; however, the correlation remains high, with the ocean lagging the atmosphere typically by about 1 month [Nykjaer and VanCamp, 1994].

Based on the local upwelling regime, we may divide the region of study into three areas separated by two confluence zones. These areas are located between Cape Verde and Cape Blanc (characterized by section 17.5°N), between Cape Blanc and the Canary Islands (represented by section 24°N), and between the Canary Islands and the Strait of Gibraltar (here illustrated by section 32°N); the two confluence zones correspond to the Canary Islands and the CVFZ. Figure 2 presents the seasonal cycle in the alongshore winds,
averaged over 200 km adjacent to the continent, at latitudes characteristic of the three areas; the cycle is shown at 8 day intervals for the averaged year (from July 1987 to December 2011) as well as for two individual years (2007 and 2008). The whole region is favorable to upwelling all year long, except the southern area during summer and fall. The central area experiences relatively constant wind conditions throughout the year, and in the northern area the winds reach maximum values in summer and minimum values in late fall and early winter. The individual years illustrate the intermittency of the north-easterly winds, as they typically intensify on time scales of 1 week over different coastal areas, with simultaneous maximum values at adjacent areas in only a few instances. The temporal intermittency is of relatively small magnitude at 17.5°N and 24°N, but much greater at 32°N.

We next explore the seasonal variability of the eastern North Atlantic using the Troupin et al. [2010] in situ climatology and the Mason et al. [2011] climatological model output, both with horizontal resolution better than 10 km. Our objective is twofold: to examine whether the available spatial resolution is adequate to resolve the seasonal cycle of coastal upwelling and to investigate the existence of seasonality in the connections between the coastal ocean and the large-scale dynamics of the interior ocean [Pelegrí et al., 2005a, 2006; Mason et al., 2011].

The in situ climatological temperature fields at 0, 100, and 200 m depths are illustrative of the seasonal variability over the whole eastern boundary basin and, in particular, the coastal upwelling region (Figure 3). The offshore surface temperature fields change as a result of the air-sea heat exchange seasonal cycle, with maximum values in late summer. The 100 and 200 m levels are located below the surface mixed layer, except in February when the ocean surface layer deepens and releases its seasonal heat content [Ratsimandresy et al., 2001], and are therefore useful indicators of possible changes in the size and location of the subtropical gyre. The temperature fields at these levels do not, however, display remarkable changes except for a summer and, in particular, a fall increase in the CTZ between Cape Blanc and the Canary Islands. This change in the coastal pattern is coherent with the late summer and fall offshore diversion of the CUC at Cape Ghir and its northward fall recirculation near the African coast [Pelegrí et al., 2005a, 2006; Machin et al., 2006; Mason et al., 2011; Laiz et al., 2012].

The topography of the isotherms located immediately below the surface mixed layer (17, 16, and 15°C) confirms the extension of the subtropical gyre until the CVFZ and also endorses the possibility of a fall reversal in
the CUC south of the Canary Islands (supporting information Figure S1). Additionally, the topography of the isotherms illustrates the north-eastward extension of the subtropical gyre during spring. As a result, the Canary Current approaches the continent north of the Canary Islands before turning south, leading to the observed northern intensification of the CUC [Machín et al., 2006; Laiz et al., 2012].

The temperature fields at different levels and the temperature topographies are particularly helpful for identifying the horizontal and vertical extension of coastal upwelling. The 15°C isotherm, which denotes the deepest level affected by upwelling (Figure 3), does not reach deeper than some 200 m in the CTZ (supporting information Figure S1). The surface temperature field is a good indicator of the fall and winter extension of upwelling south of Cape Verde, while the 17 and 16°C isotherms are most useful to describe its spring and summer northward expansion.

We may look at individual cross-shore sections (17.5°N, 21.5°N, 24°N, 32°N, and 34°N) to appreciate the temporal evolution of the mean temperature fields in the CTZ (supporting information Figure S2). The 21.5°N and 24°N sections display substantial upwelling all year long. Upwelling is intense down to some 250 m and is still discernible at 400 m. The 32°N section also shows considerable deep upwelling during May and August; upwelling remains appreciable in the top 100 m in November and disappears in February. The southernmost section (17.5°N) also presents upwelling during November, February, and May but reaching down to less than 100 m. The northernmost section (34°N), in contrast, only shows very weak upwelling in summer and fall.

The model climatological fields, as obtained with the Mason et al. [2011] model, are remarkably similar to the observations. For illustration, in Figure S3 (supporting information), we present the results for November. The surface, 100 and 200 m modeled temperature fields display very similar patterns to the in situ climatology (supporting information Figure S3, top). The only noticeable differences are a more intense Cape Ghir filament, in agreement with fall observations by Pelegrí et al. [2005b], and a narrower upwelling band in the Cape Blanc area. Similarly, the cross-shore sections at 17.5°N, 21.5°N, 24°N, 32°N, and 34°N display temperature fields that are very similar to the observations (supporting information Figure S3, bottom); some divergence from the in situ climatology is visible at 34°N where the model suggests the existence of a rather narrow and intense upwelling zone.

Figure 3. Temperature maps (°C) at (from left to right) 0, 100, and 200 m during (from top to bottom) February, May, August, and November, as deduced from the Troupin et al. [2010] climatology.
4. Local Indices

As briefly discussed in the Introduction, a 2-D coastal ocean (in the cross-shore vertical plane) would respond quite rapidly to upwelling-favorable winds, typically on the order of a few days. Because of this rapid adjustment, the implicit classical assumption has been that a local index for wind forcing should also be indicative of the ocean response. In this section, we examine the adequacy of this assumption for the seasonal cycle. The seasonal cycle is the major signal of variability and can be used to identify those times and locations where upwelling is expected to be most intense. But it is also during the seasonal cycle where we expect the major discrepancies between atmospheric forcing and ocean response: the seasonal cycle averages out the short-term response, which is the most direct atmosphere-ocean interaction, but retains the response associated with regional-scale interactions.

4.1. Definitions

The classical atmospheric forcing variable is the Ekman-upwelling, or Bakun, index [Bakun, 1973]. Under the assumption of an alongshore balance between Coriolis force and alongshore wind stress, the offshore Ekman transport per unit length \( \langle U, \text{ in the } x \text{ direction} \rangle \) is given by:

\[
U = \frac{\tau_y}{\rho f},
\]

where \( \tau_y \) is the alongshore (in the y direction) surface wind stress, \( \rho \) is the surface water density, and \( f \) is the Coriolis parameter. The surface coastal winds are a function of latitude, calculated as the average wind value within 200 km of the coast. The surface stress vector is computed from the surface wind speed using the Trenberth et al. [1990] formulation, and the stress vector is then decomposed into components parallel \( (\tau_y) \) and perpendicular to the coast, where the coastal orientation is taken to be given by the mean direction of the 200 m isobath over a distance of 80 km. A characteristic stress of 0.1 N m\(^{-2}\) leads to a cross-shore transport (per unit length) of about 1 m\(^2\) s\(^{-1}\) and, for a surface-mixed layer of depth \( d = 50 \text{ m} \), to a cross-shore velocity of 0.02 m s\(^{-1}\).

Notice that equation (1) assumes steady state and entirely neglects the advective terms, internal friction, and spatial pressure gradients [Ekman, 1905]. Marchesiello and Estrade [2010] proposed a modified index, which included the contribution from cross-shore geostrophic divergence resulting from alongshore pressure gradients.

Similarly, the ocean response has been classically expressed in terms of an SST difference index, calculated as the difference in temperature between upwelled waters over the shelf \( (T_{\text{min}}) \) and waters further offshore \( (T_{\text{max}}) \) [Nykiær and VanCamp, 1994]:

\[
\Delta T = T_{\text{max}} - T_{\text{min}}.
\]

The minimum temperature is not very sensitive to the actual selection of the thickness of the coastal band but the maximum temperature depends more critically on the specified offshore search distance. This search distance has varied between 500 and 2000 km among different studies [Nykiær and VanCamp, 1994; Santos et al., 2005; Benazzouz et al., 2006; Marcello et al., 2011; Castellanos et al., 2013b]; in particular, Benazzouz et al. [2014] choose \( T_{\text{max}} \) to be a function of time and latitude, selected such that it leads to the highest correlation between the SST difference and the Bakun index. Santos et al. [2005] showed the maximum temperature to be not very sensitive to a search distance that ranges between 400 and 1000 km. Benazzouz et al.’s [2014] best results, on the other hand, correspond to much larger distances, typically ranging between 1000 and 2000 km but reaching even further offshore at some latitudes.

Here we aim to choose a distance long enough to ensure that water parcels have enough time to fully warm as they move seaward after upwelling. However, we do not want it too large so that water parcels cannot be traced back to their nearshore origin. A simple estimate may be obtained by considering how upwelled waters warm as they move offshore [Castellanos et al., 2013a, and references therein]. Off NW Africa, the net rate of heating per unit area \( Q \) ranges between moderate winter (20 W m\(^{-2}\)) and large summer (160 W m\(^{-2}\)) values. The corresponding heat flux per unit volume, \( q \), is estimated by dividing these values by the depth of surface mixed layer, i.e., \( q \equiv Q/d \equiv De/Dt = \rho c_p (D\theta/Dt) \), where \( e \) is the internal energy per unit volume, \( c_p \) is the specific heat (about 4000 J kg\(^{-1}\) K\(^{-1}\)), \( \theta \) is potential temperature, and \( D/\dot{}t \) refers to the material derivative. Discretizing and rearranging leads to the following expression...
for the required time increment: $dt = \frac{\rho_c d \delta \theta}{Q}$; using the above values and $d = 50$ m, this expression gives $dt = A \delta \theta$, where the constant $A$ ranges between about $10^6$ and $10^7$ s$^{-1}$ for summer and winter conditions, respectively. Therefore, the range of influence $\delta x = u dt$ is proportional to the speed $u$ at which the water parcel is advected seaward and to the temperature increase of the water parcel (the temperature difference, approximately zonal, between the upwelled and offshore waters), i.e., $\delta x = u A \delta \theta$. For a moderate velocity of $0.02$ m s$^{-1}$ and a temperature difference of about $5^\circ$C, this expression gives $\delta x$ between 100 and 1000 km (summer and winter, respectively).

This above brief discussion shows that determining $T_{\text{max}}$ is not a trivial issue but, in any case, the offshore distance should not be less than about 1000 km. Further, it is clearly preferable to have a small error caused by an excessively long distance, related to the relatively small far-offshore SST zonal gradients, than a potentially large error associated with an excessively small search distance. In some instances, for example, the frontal upwelling system may be located quite far offshore, up to several hundred kilometers from the coast [Peña-Izquierdo et al., 2012]. Therefore, in this work, we have computed the maximum zonal temperature using a search distance of 2000 km.

The SST difference index was normalized by Demarcq and Faure [2000] to account for the fact that maximum temperature differences depend not only on the offshore surface temperature but also on the subsurface temperature. Their modification, however, requires knowledge of coastal temperatures, for each latitude and time of the year, at the maximum depth of wind influence. Benazzouz et al. [2014] have estimated these to correspond to the lowest SST values at the coast, as sampled by the AVHRR between 1981 and 2011.

### 4.2. Time-Latitude Distributions

We construct the SST difference index from the in situ climatological data (going as far back as the 1950s although mostly gathered since the 1980s), the numerical climatological simulation (averages of 40 year output, forced by a monthly climatological year obtained with wind data from 1999 to 2007) or the satellite AVHRR data (1981–2009 period). The results, presented as latitude-time plots, display remarkably similar patterns but with somewhat different intensities (Figure 4). The plots clearly show the existence of three distinct areas: upwelling shows high seasonality between $11^\circ$N and $21^\circ$N and between $26^\circ$N and $35^\circ$N, and remains intense all year long between $20^\circ$N and $26^\circ$N. At high latitudes ($26^\circ$N–$35^\circ$N), upwelling becomes intensified in summer and fall and weakens, but does not quite disappear, in winter and spring. At low latitudes ($11^\circ$N–$21^\circ$N), it completely disappears during several months; centered around August, the lower the latitude the longer the period without upwelling. South of the Canary Islands, the largest and smallest values, respectively, show up on the in situ and numerical climatology. Between the Canary Islands and the

![Figure 4. Time-latitude plots of the SST difference index ($^\circ$C) as obtained (left) from the Troupin et al. [2010] climatology, (middle) with the ROMS model, and (right) from the time series average of 8 day AVHRR data.](image-url)
Strait of Gibraltar, the largest and smallest values correspond to the numerical and satellite data, respectively.

The numerical monthly climatology, with spatial resolution of 7.5 km, is very instructive (Figure 4, middle). The plot shows high spatial intermittency at the mesoscale and submesoscale with substantial temporal coherence, where thin bands of intensified upwelling last for several months. Mason et al. [2012] have already reported the existence of such high spatial variability north of the Canary Islands but it is very striking that it remains even when averaged over 40 years of numerical output, indicating that upwelling is strongly modulated by the coastal geomorphology. The satellite climatology (5 km and 8 days resolution) also illustrates the presence of spatial intermittency and temporal coherence, yet is less sharp than in the numerical fields (Figure 4, right); the agreement between the satellite and numerical patterns is remarkable. Finally, the in situ climatology has very good latitudinal resolution (0.1°) but low (1 month) temporal resolution (Figure 4, left), resulting in a signal which changes smoothly in space and is piecewise in time. Despite the high spatial resolution, and in contrast with the numerical data, it is clear that there is little or no spatial intermittency. This is undoubtedly caused by the relatively long correlation scale, typically several degrees, used to generate the climatology [Troupin et al., 2010].

The observations of SST difference may be compared with the offshore Ekman transport (per unit length, equation (1)) as the simplest local index for wind forcing (Figure 5, left). The comparison shows that wind forcing and SST response do exhibit a similar pattern, but there are two main discrepancies. First, the maximum SST differences north of Cape Blanc (21°N) are delayed with respect to Ekman transport. Second, the Ekman-transport index predicts highest spring upwelling values between 18°N and 24°N, which are not reflected in the SST differences. The disparities likely respond to the simplifications behind the Ekman-transport formulation, such as the omission of any temporal memory related to the upstream flow conditions.

Figure 5 (right) shows the actual climatological upwelling as inferred from the numerical model. Upwelling is calculated from the vertical velocities immediately below the depth of the surface mixed layer, integrated offshore from the coast so that we have vertical transport per unit length of the coastline (units of m² s⁻¹). We follow the procedure described in Mason et al. [2012], so integration is terminated when upwelling remains low for a sufficiently long distance (here respectively taken as 1.3 m d⁻¹ and 130 km). The integrated transports are plotted in the 0–3 m² s⁻¹ interval although these limits are greatly exceeded in some locations (up to a factor of 100). Values less than zero are very rare except near the Strait of Gibraltar; in contrast, values larger than 3 m² s⁻¹ are common (black areas in Figure 5, right).

The time-latitude pattern of upwelling (Figure 5, right) has the same long temporal coherence and high spatial intermittency as the model SST-difference index (Figure 4, middle); they also share the same gross shape.
but with several noteworthy differences. One major difference is the year-long high upwelling patch found off and north of Cape Bojador (26°–27°N), which does not show up in the SST difference. Also, the late-summer SST differences between 29°N and 33°N and at about 35°N are not reflected in the vertical transport. Further north, at about 36°N, the vertical transports reach maxima precisely where the SST differences drop to zero, probably related to the Mediterranean Water outflow.

5. Temporal and Spatial Memory of the Upwelling System

5.1. Temporal and Spatial Correlations

Both inertia and upstream conditions introduce temporal and spatial memory to the system. We are used to thinking of the upwelling system in terms of its inertia. The alongshore wind drives the alongshore coastal jet which, in turns, experiences internal friction that limits its growth. As the wind ceases or weakens, friction will progressively reduce the alongshore motion, the larger the momentum (greater inertia) the longer it will take to fully stop. It is the Coriolis force associated with the alongshore jet that induces the offshore motion. Because of the coastal constraint, this offshore motion creates a cross-shore pressure gradient which opposes the Coriolis force, eventually limiting the size of the cross-shore transport; the cross-shore motion will only decrease when the alongshore jet weakens.

The upstream flow, however, is equally important. The alongshore motion is influenced by the recent history of local forcing but it is also affected by what was taking place sometime before in the neighboring areas. As a consequence, the upwelling vertical structure will decrease only if the winds cease all along the coast for a sufficient amount of time. Some of these ideas were endorsed by Gill and Clarke [1974] when they stated that upwelling depends “not just on local forcing” but on the forcing that the flow experienced “at earlier times as it moved along the coast to the region under consideration.” Gill and Clarke [1974] were thinking about propagating waves but the same is true for the geostrophic coastal jet.

We may consider winds as acting over (dynamically connected) adjacent areas in such a way that their temporal intermittency, and their effect on the coastal ocean, is smoothed out. For this to be possible at one particular location, the temporal scale of the ocean response has to be longer than the temporal scale of the atmospheric forcing. The idea is that wind may locally relax but it does so over distances and times short enough for upwelling to be maintained over a much greater region thanks to the alongshore jet connection. To explore this possibility, we look at the temporal and spatial correlations for wind forcing and SST response; specifically, we calculate the autocorrelation of Ekman transport (proportional to the alongshore wind stress), the autocorrelation of SST difference, and the cross correlation between both variables (Figures 6–8).
To calculate the correlations, we use the whole available time series, i.e., 29 years of AVHRR data for the SST differences and over 10 years of wind data for the Ekman transport. To calculate the temporal correlations, we set the latitude and work with the corresponding time series. To calculate the spatial correlations, we follow two steps. First, we set one latitude and time, and calculate the correlations using the data for that time over a latitudinal interval of 5°; for example, we may calculate the correlations at 24°N for the first week of

Figure 7. Annual-mean spatial correlations as a function of latitude: (left) autocorrelation of the Ekman transport, (middle) autocorrelation of the SST difference, and (right) cross correlation between Ekman transport and SST difference.

Figure 8. Time-distance cross correlations between Ekman transport and SST difference at selected latitudes: (bottom left) 17.5°N, (bottom right) 21.5°N, (top left) 24°N, and (top right) 32°N.
January 2009 between 21.5°N and 26.5°N. The second step is to repeat this calculation for different times and take the corresponding averages; for example, to obtain the January value we average over all weeks of January from the available time series, and to obtain the annual mean value we average over the whole time series.

The behavior of the temporal correlations off NW Africa confirms the existence of a southern area, from Cape Verde to Cape Blanc (15°N–21°N), where upwelling is seasonal, and a northern area, from north of Cape Blanc to near the strait of Gibraltar (22°N–35°N), where upwelling takes place all year long (Figure 6). Both areas are separated by the confluence zone between the subtropical and tropical gyres, located immediately north of Cape Blanc (21°N–22°N), at the origin of the Cape Blanc giant filament offshore extension. In the northern area, the wind autocorrelation is substantially shorter than the SST-difference autocorrelation, while in the southern area they are of similar size. If we choose a correlation threshold near 0.4 it turns out that the wind has a temporal memory of about 3 weeks and almost 2 months in the northern and southern areas, respectively (Figure 6, left). Using this same threshold, the SST difference has a temporal memory of about 2 months north of 22°N and slightly less in the southern area, with a minimum in the boundary between both areas (Figure 6, middle). The characteristic time scale obviously depends on the selection of the correlation threshold, being less sensitive when we select this threshold at the inflection point of the correlation distribution; under the common assumption of Gaussianity, this happens for correlations close to 0.4 [e.g., Ruiz et al., 2014].

The relatively long temporal ocean memory in the northern area, as compared with the atmospheric memory, suggests that in this area the coastal ocean is not solely driven by the winds. This result is confirmed by the cross correlation between Ekman transport and SST differences (Figure 6, right). In the northern area, the cross correlation has moderate maximum values for time lags as long as 3–4 months, i.e., for times longer than those that characterize both atmospheric forcing and ocean response. These moderate correlation values at long time scales may be interpreted as the observed response of a long-time and high-inertia upwelling system. The situation is quite different in the southern area, where the cross correlation is maximum at zero time lag and remains large for times of about 2 months, i.e., a time scale on the same order as those which characterize both the wind field (Figure 6, left) and the ocean response (Figure 6, middle). Finally, in the confluence between the northern and southern areas (near 22°N), the cross correlation remains low at all lag times.

The annual-mean spatial correlations complement the above picture (Figure 7); note that correlations are symmetric for positive and negative lags so in the following discussion the values in Figure 7 are doubled. Again choosing 0.4 as a threshold correlation value, the autocorrelations for both the annual-mean Ekman transport and SST differences are about 2° of latitude, or close to 200 km, over the whole region (Figure 7, left and middle). Local minima are found at latitudes associated with geomorphological features: 36°N (Strait of Gibraltar), 28°N–30°N (Canary Islands), and near 22°N (just north of Cape Blanc). In contrast, the cross correlations between Ekman transport and SST differences are much longer over most of the domain (between 4° and 6° south of Cape Blanc and longer than 7° north of Cape Blanc; Figure 7, right), again confirming the large-scale and high-inertia character of the upwelling system; it is only at the confluence of both the southern and northern areas (near about 22°N) that the cross correlation disappears at all lag distances. In summer and fall (not shown), the cross correlation breaks down at the latitude of, and immediately below, the Canary Islands, probably reflecting the existence of the anticyclonic circulation discussed in section 3; in winter (not shown), the correlation turns negative south of Cape Blanc; at times of intensified upwelling, indicating that the SST difference patterns come ahead of the winds.

A complementary view of the relevant spatial and temporal scales may be obtained by calculating the combined spatial-temporal cross correlations between Ekman transport and SST differences at selected latitudes (Figure 8); for this calculation, the spatial cross correlation is calculated by successively shifting the SST difference by one time interval (8 days). The results show the existence of bands with different values, consistent with the observed temporal and spatial cross correlations (Figures 6 and 7), that characterize the combined time-space memory at the selected latitudes.

The two different domains, south and north of Cape Blanc, are, respectively, characterized by relatively short and long spatial and temporal scales. In particular, north of Cape Blanc (here characterized by 24°N and 32°N), the two time series are correlated with temporal scales as large as 3 months and 7° (here again, as...
for Figure 7, the spatial distances are doubled), therefore confirming the high temporal and spatial coherence of the upwelling frontal system. These figures also show that the northern region responds in phase, i.e., there is nothing like a maximum correlation at some upstream distance and earlier time, something to be expected if the region were characterized by the generation and downstream propagation of transient pulses (except possibly for propagating waves which, because of their very fast propagation speed, do not provide a mechanism for the persistence of upwelling at long time scales). Quite to the contrary, the confluence region (here illustrated by the 21.5° N section) exhibits a remarkable lack of correlation: it barely reaches the 0.4 threshold for long time and spatial lags (for example, 4 months and 4° of latitude). Such a lack of correlation suggests that the local dynamics off Cape Blanc are the result of the complex interaction between the quite distinct neighboring regions [Peña-Izquierdo et al., 2012].

In the northern area, the wind-SST cross correlations are indicative of the upstream distance of influence: a time scale of 2 months (some $5 \times 10^6$ s) and a length scale of $7^\prime$ (about 700 km) correspond to a velocity of 0.14 m s$^{-1}$ (Figure 8, top). The alongshore upwelling jet is the necessary connection for the correlation to remain high over time scales longer than the intermittency of the wind, almost over one whole season. The conclusion is that the forcing winds set the intensity of coastal upwelling north of Cape Blanc in two different ways: directly, on time scales of the order of 1–2 weeks; indirectly, through the generation of the latitudinally coherent alongshore coastal jet, on time scales of the order of 1–3 months. South of Cape Blanc the situation is substantially different as the coastal upwelling jet is opposed by the Mauritania Current.

5.2. The Relevance of the Alongshore Jet

The momentum equations (retaining only the stress caused by the vertical shear) in the cross-shore ($x$, positive eastward) and alongshore ($y$, positive northward) directions are (Figure 9):

$$\frac{Du}{Dt} - f v = - \frac{1}{\rho} \frac{\partial \rho}{\partial x} + \frac{1}{\rho} \frac{\partial z}{\partial z},$$

(3)

$$\frac{Dv}{Dt} + f u = - \frac{1}{\rho} \frac{\partial \rho}{\partial y} + \frac{1}{\rho} \frac{\partial z}{\partial z},$$

(4)

where $(u,v)$ are the velocities in the $(x,y)$ directions, $t$ is time, $z$ is the vertical direction (positive upward), $\rho$ is pressure, $\rho$ is water density, $(\tau_x, \tau_y)$ are the $(x,y)$ horizontal components of the stress on constant-depth levels, and $D/Dt \equiv \partial/\partial t + u \partial/\partial x + v \partial/\partial y$ refers to the material derivative.

In order to help visualize the principal physical mechanisms responsible for the maintenance of an upwelling system, we assume a two-layer structure with only the upper layer in motion (1.5 layer model) and vertically integrate the equations. The integrated equations for this active layer are

$$\frac{Du}{Dt} - f v = -g \frac{\partial \rho}{\partial x} \frac{\partial h}{\partial x} + \frac{(\tau_x - \tau_{bx})}{\rho h},$$

(5)

$$\frac{Dv}{Dt} + f u = -g \frac{\partial \rho}{\partial y} \frac{\partial h}{\partial y} + \frac{(\tau_y - \tau_{by})}{\rho h},$$

(6)

where the density and velocities now refer to the upper layer, $\delta \rho$ is the density difference between the lower and upper layers, $g$ is the gravitational acceleration, and $h$ is the depth of the upper layer; the $s$ and $b$ subindices refer to the sea surface and bottom of the upper layer, respectively.

In the cross-shore direction, for sufficiently long times and in the absence of substantial cross-shore winds, the momentum balance remains dominated by a baroclinic jet in geostrophic balance:
This balance tells us that the baroclinic coastal-upwelling structure, reflected by the cross-shore SST differences, will hold as long as the alongshore jet remains active.

In order to understand the relative importance of the different forces controlling the time evolution of the alongshore jet, we turn to the alongshore momentum equation. The classical Ekman index assumes a balance between the Coriolis force associated with the cross-shore motion and the alongshore stress gradient, $f_v = \tau_y / \rho h$, which is precisely equation (1) with the definition $U = uh$. This relation ignores the acceleration, pressure gradients, and bottom frictional terms acting over the alongshore motion. Marchesiello and Estrade [2010] discussed how the alongshore pressure gradients may affect this balance. Off NW Africa these gradients may be locally related to the geomorphology of the coast or be caused by the seasonal buildup through large-scale winds; they can be viewed as a long-term rectification of the Coriolis force and will be ignored in the forthcoming discussion. Therefore, we are left with the following integrated equation:

$$\partial v / \partial t + \partial v / \partial x - v \partial v / \partial y + f_u = \left( \tau_y - \tau_{by} \right) / \rho h.$$ (8)

The first consideration is to assess the potential role of internal friction, in the above equation represented simply by the interfacial friction between both layers, $\tau_{by}$. This interfacial friction is commonly expressed as linearly proportional to the velocity difference between adjacent layers, i.e., $\tau_{by} = \rho v (v_1 - v_2)$, where the 1, 2 subindices now, respectively, refer to the upper and lower layers; when the flow is over the sea bottom, the expression reduces to $\tau_{by} = \rho v_1$, and the friction coefficient $r$ has typical values of $10^{-3} - 10^{-2}$ m s$^{-1}$ [Csanyi, 1982; Gill, 1982; Lee et al., 2001]. For the interfacial friction between adjacent vertical layers, however, the friction coefficient may change depending precisely on the rate of exchange of horizontal momentum deficit or excess between the adjacent layers. From this perspective, the relation acquires full physical meaning [Geisler and Kraus, 1969; Pelegri and Richman, 1993]: $\tau_{by} = w_e \rho (v_1 - v_2)$, where $w_e$ is the two-way vertical exchange between both layers.

It is important to realize that $w_e$ is not the vertical velocity of the upwelling water, which would set the vertical displacement of the interface between the upper and lower layers, but rather the two-way vertical velocity through this interface. During the onset of upwelling, $w_e$ is likely small but as the jet develops the flow approaches critical conditions and mixing (and hence friction) is greatly enhanced; once the wind relaxes, the upwelling system again diverts from the critical conditions and $w_e$ decreases rapidly [Kundu and Beardsley, 1991; Pelegri and Richman, 1993]. Following Lee et al. [2001] this exchange velocity may be parameterized as $w_e = \left( A_v f / h \right)^{1/2}$, where $A_v$ is the vertical eddy viscosity coefficient. At times of critical conditions, $A_v$ may well reach values as large as $10^{-3} - 10^{-2}$ m$^2$ s$^{-1}$, in contrast to background levels of $10^{-5} - 10^{-4}$ m$^2$ s$^{-1}$ [Peters et al., 1988]; the corresponding $w_e$ values will therefore range between $10^{-4}$ m s$^{-1}$ during the initial and decay upwelling phases and $10^{-3}$ m s$^{-1}$ at times of intense upwelling-favorable winds.

Consider the case when the wind ceases and upwelling decays. In this circumstance, the cross-shore velocity becomes weak and, temporarily neglecting the alongshore advective term, the alongshore momentum equation reduces to

$$\partial v / \partial t = - w_e v / h.$$ (9)

This situation will correspond to weak vertical mixing velocities, $w_e \approx 10^{-4}$ m s$^{-1}$; considering an upper layer 150 m thick, the relevant time scale turns out to be $h / w_e \approx 17$ days. In the absence of advection, friction sets a local temporal memory of the upwelling system of the order of 2–3 weeks.

However, alongshore advection has the capacity to regulate such frictional decay. As shown above (equation (7)), the main requirement for the sustainment of the coastal upwelling frontal system is the local maintenance of the alongshore jet, i.e., $\partial v / \partial t \equiv 0$. Therefore, when wind and upwelling cease, equation (8) may alternatively be simplified as (now keeping the alongshore advective term)
\[ \frac{\partial v}{\partial y} = -\frac{w_v v}{h}. \]  

As explained before, the Ekman balance neglects the acceleration and frictional terms, implicitly assuming there is a limit in the development of the alongshore jet. However, our analysis of time and space correlations suggests that, on time scales from several weeks to a couple of months, the acceleration term \( \frac{Dv}{Dt} \) may be equally important in the alongshore balance. At times the wind ceases, the structure of the coastal upwelling jet is maintained as long as the alongshore jet does not significantly decrease because of interfacial friction. Equation (10) shows that this is possible thanks to the acceleration, specifically through the alongshore advection of \( y \) momentum, \( \nu \frac{\partial v}{\partial y} \).

If we set dimensional scales as 
\[(x, y) = (L_x x', L_y y'), (u, v) = (V_x u', V_y v'), w_x = V_x w_x', \text{ and } t = T' = (L_y / V_y) t', \]
it turns out that equation (10) implies \( V_y h \approx V_x L_y \). Therefore, the key requirement for the maintenance of upwelling is an alongshore jet active over an upstream distance \( L_y \approx V_x h / V_y \). Using characteristic values of 10\(^{-4}\) and 0.2 m s\(^{-1}\) for the vertical and alongshore velocities, respectively, we find an alongshore scale of 300 km. The alongshore velocity gradient does not need to be very sharp to sustain friction: an alongshore jet located 300 km upstream is sufficient to provide the required momentum. This distance is not much longer than the spatial correlation of both the surface winds and the SST differences in most of the upwelling region, of the order of 2° of latitude (Figure 7, left and middle), therefore sustaining the possibility that the upstream flow brings the required momentum. Alternatively, we may assess the time scale during which the alongshore jet can provide for the cross-shore Ekman flow. The characteristic time scale, estimated as \( T = L_y / V_y \approx h / V_y \), turns out to be equal to the frictional decaying time scale, some 17 days. This value is similar to the temporal scale of the wind, as deduced from the temporal autocorrelation (Figure 6), suggesting that wind intermittency is not long enough to allow upwelling to fully relax, and bringing a long spatial cross correlation between atmospheric forcing and ocean response (Figure 7, right).

It is not enough, however, for the upstream flow to be large enough to sustain the cross-shore momentum balance; it also has to provide for the mass balance, as schematically shown in Figure 9. Notice that when turning equations (5) and (6) into equations (7) and (10), we could have invoked the coastal constraint to imply there is no momentum advection from shore; this is not the case when considering cross-shore water divergence, here the proper scale for the cross-shore velocity is the Ekman transport divided by the depth of the surface mixed layer. For the cross-shore flow to be approximately supplied by the alongshore jet, the equation of volume conservation is \( \partial v / \partial x + \nu \partial v / \partial y \approx 0 \). This 2-D relation is to be integrated over a control volume encompassing the upwelling jet, with the alongshore transport supplied through the cross-section of the upwelling frontal system and most of the offshore transport taking place in the surface mixed layer.

The resulting dimensional relation is \( V_y h \approx V_x d L_y = U L_y \), where \( h \) is the characteristic depth for the upwelling frontal system (mean depth of the upper layer), \( Ro \) is its width, \( d \) is the depth of the surface mixed layer, and \( U \) is the cross-shore Ekman transport (equation (1)). The width \( Ro \) is given by the internal Rossby radius of deformation, \( Ro = (g' h)^{1/2} / f \), where \( g' = g \delta \rho / \rho \); using \( h = 150 \text{ m} \) and \( g = 3 \times 10^{-3} \) leads to \( Ro = 21 \text{ km} \). The alongshelf scale becomes \( L_y = (h / d) (V_y / V_x) Ro \); typically \( h / d \) is about 3 and \( V_y / V_x \) about 10, so \( L_y \approx 30 Ro \), or some 630 km. This long distance implies that the water transported by the alongshore jet is plenty to provide for the necessary offshore transport over a few degrees of latitude and yet maintain a significant alongshore load.

It is important to note that both above dimensional relations, \( V_y h \approx V_x L_y \) and \( V_y h \approx V_x d L_y \), are actually a statement of continuity: for upwelling to be sustainable in the absence of alongshore winds, the offshore transport \( (V_y d L_y) \) has to be provided by the alongshore transport associated with the coastal upwelling jet \( (V_y h Ro) \) through vertical exchange over the whole upwelling frontal system \( (V_x L_y Ro) \) (Figure 9).

### 6. Nonlocal Indices

A local index depends only on the prevailing (both in time and space) forcing conditions; for upwelling, this essentially means the alongshore wind at the location under study. On the contrary, a nonlocal upwelling index requires some temporal and/or spatial memory of the previous atmospheric and oceanic conditions. The above discussion on the relevance of the upstream conditions indeed shows the convenience of using a nonlocal approach for a proper description of upwelling off NW Africa.
Any nonlocal index is meant to have greater predictive skill of the upwelling conditions but, unavoidably, this is done at the expense of simplicity, generally requiring some knowledge of the ocean response. In practice, however, this is greatly simplified because the adjacent regions off NW Africa are dynamically connected, i.e., upstream information is brought about by the alongstream coastal upwelling jet. This has two effects: filters the effect of wind intermittency on upwelling and converts a spatial lag into a temporal lag.

6.1. Definitions

Schwing et al. [2006] and Pierce et al. [2006] defined a cumulative index simply as the summation of the daily indices, based on the argument that it better represents the cumulative effect of upwelling on ecosystem functioning. Actually, the summation of daily indices is the time integral of the Ekman transport, or wind impulse, a quantity early defined by Csanady [1977] to assess the time needed for full upwelling to occur following wind set up.

To best appraise the significance of the wind impulse, consider a 2-D idealization. An upwelling steady state would be reached if a wind event remains constant long enough, this corresponding to a wind impulse that increases linearly in time. Contrarily, a changing wind will drive variations in the intensity of upwelling, resulting in a nonlinearly changing wind impulse. Under this perspective, in order to reflect the variability from the time-mean upwelling-favorable conditions, it is most convenient to define the wind-impulse anomaly [Castellanos et al., 2013b]. The procedure consists to adjust a linear fit to the wind impulse and to subtract the difference between the actual values and the fit: the slope of the linear fit represents the strength of the mean upwelling conditions and the difference reflects the changes in the intensity of upwelling.

We may follow the procedure in Castellanos et al. [2013b] but retaining the \( \rho f \) factor such that the time-integrated cross-shore transport has units of offshore volume per unit length (m²). Specifically, we redefine the wind impulse to be

\[
I(y, t) = \frac{1}{\rho f} \int_0^t \tau_{y}(y, t') dt',
\]

and calculate the wind-impulse anomaly simply as the wind impulse less a linearly changing wind impulse value, \( \bar{I} \), as follows

\[
\delta I = I - \bar{I} = I - \frac{\bar{\tau}_{y} t}{\rho f},
\]

where \( \bar{\tau}_{y} \) is the mean alongshore wind stress over the whole available time series.

The wind-impulse anomaly examines the departures from some mean condition (the mean slope of the wind impulse) in order to characterize conditions of enhanced or reduced upwelling. These anomalies actually are an annually detrended time integration of the wind stress which carries a temporal memory at seasonal and shorter time scales, e.g., an anomaly will remain positive during some time despite the wind falls below its mean value. In last section, we argued that this relatively long spatial memory of upwelling arises through the upstream alongshore flow; equation (6) indeed shows that the wind impulse may drive the alongshore velocity of a material water parcel.

We may propose an alternative nonlocal or cumulative index which also takes into consideration the time history of the alongshore winds but in such a way that it searches for the maximum cross correlation between the cumulative index and the actual SST difference. Specifically, we define a time-lagged Ekman transport as

\[
CU(y, t) = \frac{1}{\rho f} \int_{t-T}^{t} \tau_{y}(y, t') dt',
\]

where \( T \) represents a time lag (constant for each latitude) that leads to the maximum cross correlation between the seasonal cycle of \( CU \) and the seasonal cycle of the SST difference. In this way, we let \( T \) be latitude dependent but time independent. Implicitly assuming the dynamical processes (responsible for the temporal lag between Ekman transport and SST difference) remain unchanged all year long. Notice that equation (13) reduces to equation (1), i.e., \( CU \) becomes \( U \), as the time lag tends to zero.
6.2. Time-Latitude Distributions

Let us first illustrate how we calculate the wind-impulse anomaly $dI$ and the cumulative index $CU$ at four selected latitudes: 17.5° N, 21.5° N, 24° N, and 32° N. Following Castellanos et al. [2013a, 2013b], the impulse is integrated over one full year, starting from zero on 1 January (supporting information Figure S4). In our entire study area, except during the summer months at 17.5° N, the absolute value of the wind impulse increases monotonically with time. The adjustment to the wind impulse, $i$, is calculated through a linear fit to a sequence of many consecutive seasonal cycles (usually 10 cycles) (supporting information Figure S4); notice that the slope of this linear adjustment does not intercept the origin and the wind-impulse anomaly is the same at the beginning and end of the annual cycle. The rate of increase is greatest at 21.5° N and 24° N, in the permanent upwelling area between Cape Blanc and the Canary Islands.

The wind-impulse anomaly is next calculated as the difference between the wind impulse and its linear adjustment (supporting information Figure S4). The maximum anomaly values, both positive and negative, occur at 21.5° N and 24° N: the anomalies are positive during the first semester of the year, peaking in March, and negative in the second semester. At 17.5° N, the positive values take place between September and March, while the negative values occur from April to August.

In order to calculate the cumulative upwelling index $CU$, we consider the time history of the wind. This is done by linearly averaging, backward in time during one full year, the offshore Ekman transport: the cumulative index is the one that provides the highest correlation with the SST difference. In practice, this is done by converting, at each time throughout the year, equation (13) into a summation

$$CU = \frac{1}{\rho f (n+1)} \sum_{i=-n}^{0} \sum_{j=-n}^{n} \Delta U_i,$$

where the $i$ superindex stands for the time steps between adjacent wind values (every 8 days) and $n$ represents the number of time steps that lead to the maximum cross correlation between the seasonal cycle of $CU$ and the seasonal cycle of the SST difference.

Figure 10 illustrates the seasonal cycle in SST difference, Ekman transport ($U$), and time-lagged Ekman transport ($CU$) at four selected latitudes. We find $CU$ to be very similar to $U$ at 17.5° N and 21.5° N (south of and close to Cape Blanc) and substantially different at 24° N and 32° N. In particular, at 32° N, the shape of $CU$ is very close to the shape of the SST difference, therefore, representing a correlation that is very close to one.

Figure 11 presents the results of this calculation for all latitudes, illustrating how the simple linear backward average can substantially increase the correlation in many locations. The correlation between $U$ and the SST difference increases substantially over the annual cycle, reaching a maximum in March.
The difference is very high (close to 0.9) at latitudes less than 18°N and moderately high (between 0.3 and 0.75) at latitudes from 24°N to 33°N (Figure 11, left). The correlation between $CU$ and the SST differences remains, as expected, very large for latitudes less than 18°N and increases greatly, always above 0.9, for latitudes 23°N or higher; only between 18°N and 23°N does the correlation not exceed 0.8, actually falling close to zero near 21°N (Figure 11, right). The time lag for $CU$ is close to zero at latitudes less than 23°N (the correlations at zero lag are so high that there is little margin for improvement). At latitudes 23°N or higher the time lag ranges between 8 and 26 weeks, concomitant with the atmosphere-ocean response time scale as inferred from the cross correlations between wind forcing and SST differences (Figure 6, right).

We may finally look at time-latitude plots for these two nonlocal indices (Figure 12), which can be compared with the observed SST difference (Figure 4; in order to ease the comparison the satellite SST difference is reproduced as Figure 12, right). The wind-impulse anomaly shows an antisymmetric pattern, with high values at latitudes less than 18°N during the first semester of the year and high values at latitudes above 18°N during the second semester (Figure 12, left). The calculated pattern does display some similarities with the SST difference but also shows some significant differences: the wind-impulse anomaly, contrarily to the local Ekman index, lags slightly behind the SST difference between 13°N and 18°N, and cannot properly represent times of intermediate conditions, such as those taking place between 20°N and 25°N during the first semester. The cumulative Ekman index, on the other hand, exhibits encouraging similarities with the SST difference in both shape and intensity (Figure 12, middle); the only noticeable distinction is that it overestimates upwelling at low latitudes during the second semester.

The (time) cumulative index represents a significant improvement on the zero-lag cross-shore Ekman transport, endorsing the idea of a coastal upwelling system with temporal memory brought about by the alongshore upwelling jet. We may go one step farther and see if there is also some type of spatial memory, investigating whether the local SST difference is related to the wind stress over a previous period of time and a certain upstream region. Specifically, we compute the upwelling index as in equation (13) but with a double integration, backward in time and alongshore. The resulting time-plus-space cumulative index displays a time-latitude pattern which is very similar to the one for the (solely) time-lagged $CU$ index (Figure 11, right).
and supporting information Figure S5). The level of maximum correlation is essentially unchanged at all lati-
tudes, remaining very close to one, and stays low in the confluence region off Cape Blanc.

Additional information arises when we plot the correlation coefficient as a function of time and distance for
several selected latitudes (supporting information Figure S6). The change in the correlation follows a similar
pattern whether a function of either time or distance; note the clear seasonality in the correlation, which
was already visible in Figure 8. The maximum correlations are found at zero (time and distance) lag south of
Cape Blanc and nonzero (temporal and/or spatial) lags north of Cape Blanc. North of Cape Blanc, those lags
giving the maximum correlation lie along a line joining the (3–5 months, 0°/C14 latitude) and (0 months, 2–3°/C14
latitude) points (supporting information Figure S6; distances are to be doubled, as in Figures 7 and 8). Off
Cape Blanc (about 21.5°/C14, in contrast, the correlation remains low independently of the time and spatial
lag. We may interpret these results as providing further evidence on the connecting role, both in time and
space, played by the alongshore upwelling jet: the spatial and temporal intermittency is smeared out and
the upwelling area evolves seasonally, following the annual cycle of the forcing winds.

7. Test Cases: Fall 2007 and 2008

We end up applying the above ideas to two specific years, 2007 and 2008, when we had two extensive fall
cruises off NW Africa, i.e., near the end of the upwelling season when there is a significant time lag between
the wind and thermal indices. We have two principal objectives: (1) to appreciate how different the condi-
tions can be for one realization as compared with the corresponding mean seasonal situation and (2) to
investigate if the nonlocal indices can provide useful information with actual time series data.

In Figure 2, we already appreciated the seasonality of the alongshore winds (CCMP data) at three distinct lati-
tudes (17.5°/N, 24°/N, and 32°/N), with late summer and early fall maximum/minimum values north/south of
Cape Blanc (about 21°/N); it also became clear that the intermittency increased toward higher latitudes. In Fig-
ure 13, we explore the variability of the wind over two 2-month periods (October and November 2007 and
2008), now using the daily QuikSCAT wind data. Again we observe the predominance of upwelling-favorable
winds, with only a few short events (1–2 days long) where the winds drop and even reverse, mostly at 32°/N.

The spatial distribution of the surface winds, as viewed using two 8 day periods, is illustrated in Figure 14
(top). Winds are generally upwelling favorable, in agreement with the time series at 32°/N (Figure 13). The
SST fields (Figure 14, bottom) display the existence of generalized low SST coastal values north of Cape
Blanc except in the southern Gulf of Cadiz, where the nearshore SST values are not distinctly lower than the
offshore values. South of Cape Blanc, upwelling is not evident between 9 and 16 November 2007.

A view of the actual subsurface conditions is possible with the help of the in situ data collected during the
29 October to 20 November 2007 and 3–29 November 2008 cruises (Figure 15 and supporting information
Figure S7). The horizontal temperature distributions at 0, 50, 100, and 200 m tell us about the presence and

Figure 12. Time-latitude plots of (left) the wind-impulse anomalies (10^6 m^2), (middle) the cumulative cross-shore Ekman upwelling index (m^2 s^-1), and (right) the SST difference index as deduced from the 8 day AVHRR data.
depth of influence of upwelling (Figure 15). We can see that, in agreement with the satellite SST fields, in the southern Gulf of Cadiz and south of Cape Blanc there is little evidence of upwelling at the sea surface; south of Cape Blanc in 2008 (no 2007 data available) and in the southern Gulf of Cadiz in 2007, some weak upwelling signatures can be detected at 50 m and, barely, at 100 m. At a depth of 200 m, upwelling is only apparent north of Cape Blanc. These results are confirmed by the vertical temperature distributions along some selected sections (supporting information Figure S7). The sections along 24°N and 32°N show the presence of very intense upwelling, in 2008 actually extending offshore beyond section 32°N. In contrast, the 34°N section displays a narrow and weak upwelling signal and the 17.5°N section shows a shallow subsurface structure which is suggestive of active upwelling; the weak surface signature at 17.5°N, however, is not always manifest at the sea surface, probably as a result of the rapid heating of the surface tropical waters [Castellanos et al., 2013a]. The observations, therefore, indeed reflect the major features present in the climatological fields but also confirm the existence of substantial spatial and temporal intermittency.

Figure 13. Time series of the alongshore winds (m s$^{-1}$) at four different latitudes (17.5°N, 21.5°N, 24°N, and 32°N): (top) October-November 2007, (bottom) October-November 2008. The values correspond to a zonal average over 200 km adjacent to the African coastline.

Figure 14. (top) Sea surface winds as obtained from CCMP. (bottom) SST images as obtained from infrared sensors aboard the NOAA satellites. The images correspond to averages over 8 day periods as follows: (column 1) 24–31 October 2007, (column 2) 9–16 November 2007, (column 3) 23–30 October 2008, and (column 4) 8–15 November 2008.
We may calculate the local and nonlocal indices for both years, and see how they fit with the corresponding SST differences. The SST difference does show the same general pattern as for the climatological year, but patchier and with larger peak values (Figure 16, top left), revealing the smoothing effect of climatological averaging; the difference between the two consecutive years is illustrative of the interannual variability which, when averaged, gives rise to the climatological field. The local index, i.e., the cross-shore Ekman transport, has the same general shape as the SST difference but displays some significant differences (Figure 16, top right): relatively strong values at latitudes less than 20°N and a substantial phase lag at latitudes between 21°N and 33°N (SST peak values lagging Ekman transport maxima by about 2 months).

The wind-impulse anomaly, the simplest nonlocal index, is very much in phase with the SST differences at latitudes higher than 26°N but shows only moderate agreement at lower latitudes (Figure 16, bottom left). In particular, in 2007 it completely misses the observed upwelling at these low latitudes during the first semester of the year; in contrast, it has the skill to reasonably well reflect (at least down to 17°N) the weak upwelling that took place in March and April 2008.

The CU index closely follows the time-space patterns of the SST differences, i.e., the presence and timing of upwelling is indeed very well reproduced (Figure 16, bottom right). Its major deficiency, however, is that it predicts upwelling to be stronger at low latitudes than high latitudes, the change in regime taking place near Cape Blanc (about 21.5°N). This is because CU has very little temporal smoothing at latitudes less than 21.5°N, reproducing the classical Ekman transport very closely, while it is substantially smoothed (typically about 2 months) at latitudes higher than 21.5°N, which reduces the intensity of the peak signal considerably (Figure 11).

8. Conclusions

We have examined the dynamics of coastal upwelling off NW Africa through the seasonality in sea-surface wind forcing and SST response. Conceptual and numerical models tell us that, locally, the sea surface responds very rapidly to wind, on time scales from hours to a few days. Therefore, we could possibly expect...
that the SST difference (between the coast and far offshore) would closely follow the wind forcing, with substantial intermittency at the same weekly time scales as the wind; if this was the case the seasonal cycle would have little predictive value for coastal upwelling. However, our analysis of spatial and temporal correlations shows that the time scales for the ocean response are substantially longer than the wind time scales. This is because of the spatial memory of the upwelling system, which takes place through alongshore advection between adjacent upwelling areas and turns into a relatively long temporal memory. Consequently, the entire upwelling region marches in unison, responding to the seasonal evolution of the forcing winds. When we average the SST-difference values over many years we are effectively removing the signal associated with the short-time changing winds and are left with the dominant regional response, hence the relevance of the climatological cycle.

An analysis of the size of the different terms in the alongshore momentum balance proves the potential relevance of the alongshore momentum advection. We have shown that, in dynamically connected adjacent coastal regions, this advection of momentum is large enough to counteract the role of alongshore internal friction for periods of 2–3 weeks and over distances of order 300 km. These scales are longer than the temporal autocorrelation of the wind (which characterizes the intermittency of the wind) and greater than the alongshore autocorrelation of the SST (which typifies the coherence of the upwelling system).

Figure 16. Time-latitude plots of (top left) temperature difference index (°C), (top right) cross-shore Ekman upwelling index (m² s⁻¹), (bottom left) wind-impulse anomalies (10⁶ m²), and (bottom right) cumulative cross-shore Ekman upwelling index (m² s⁻¹) for the 2007–2008 period.
therefore leading to the sustainment of the alongshore baroclinic jet and the associated frontal system. In other words, for the upwelling system to significantly relax it would require the wind to cease for a period longer than 2–3 weeks over distances longer than 300 km; such a widespread arrest is almost never observed off NW Africa for latitudes between Cape Blanc and the Strait of Gibraltar. Rather, the northeasterly winds drive upwelling during periods of the order of 10 days and then relax; two adjacent areas, however, will typically not experience the upwelling-favorable winds simultaneously, so the wind may weaken in an area while it remains upwelling favorable further upstream. The connection takes place through the upwelling baroclinic jet, further enhanced by the nearshore recirculation of the whole eastern boundary system [Pelegri et al., 2005a, 2006], this being the basis for the Canary Upwelling Current (CUC).

The relatively long temporal memory of the system limits the appropriateness of local indices, based solely on local and instantaneous wind forcing, to predict the state of the upper ocean. In this work we have explored the utilization of two different nonlocal indices, both based on the time history of the wind at each location. The implicit assumption is that they reflect the joint effect of local and nonlocal winds, the latter through alongshore advection from adjacent coastal regions which typically do not have very different wind regimes. We have shown that one of these indices, the cumulative Ekman transport, or cumulative index $CU$, does very well at reproducing the shape and timing of upwelling north of Cape Blanc, at the expense of weakening the intensity of peaks through temporal smoothing. The typical time period for the cumulative index in this region ranges between 2 and 4 months, essentially an entire season; this is because of the way we have defined the $CU$ index, as an integration over a given lag period.

Some of these ideas do not apply to the area south of Cape Blanc: the latitudinal dynamical connection is substantially reduced because of the northward Mauritania Current. Further, the winds have relatively long temporal memory and short spatial correlations. The result is a very short time lag for the $CU$ index, i.e., the Ekman transport ($CU$ at lag zero) already does well at predicting the SST difference.

In our study, we have not really looked at interannual variability, except for a short discussion of the similarities and differences between two consecutive years (2007 and 2008), when we had some extensive fall in situ measurements. These 2 years display the same seasonal pattern yet with noticeable differences. We expect that most of the differences arise because of changes in remote forcing mechanisms, affecting the Azores High and the response of the eastern boundary system, such as the El Niño-Southern Oscillation and the North Atlantic Oscillation at interannual scales, and the Atlantic Meridional Mode at interdecadal scales [Pastor et al., 2013].

A corollary from our work is the importance of connections between adjacent coastal regions and between the coastal and offshore oceans. Our skill at predicting the evolution of the coastal ocean will remain, in most cases, very limited unless we know how these different areas are interconnected. Under this perspective, future research needs to focus, first, on understanding and assessing the connections, and, second, on building composite indices that include the different spatial and temporal scales.
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