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Abstract—Tremor is the most prevalent movement disorder, and its incidence is increasing with aging. In spite of the numerous therapeutic solutions available, 65% of those suffering from upper limb tremor report serious difficulties during their daily living. This gives rise to research on different treatment alternatives, amongst which wearable robots that apply selective mechanical loads constitute an appealing approach. In this context, the current work presents a multimodal Human-Robot Interface to drive a neuroprosthesis for tremor management. Our approach relies on the precise characterization of the tremor to modulate a functional electrical stimulation system that compensates for it. The neuroprosthesis is triggered by the detection of the intention to move derived from the analysis of electroencephalographic activity, which provides a natural interface with the user. When a prediction is delivered, surface electromyography serves to detect the actual onset of the tremor in the presence of volitional activity. This information in turn triggers the stimulation, which relies on tremor parameters amplitude and frequency derived from a pair of inertial sensors that record the kinematics of the affected joint. Surface electromyography also yields a first characterization of the tremor, together with precise information on the preferred stimulation site. Apart from allowing for an optimized performance of the system, our multimodal approach permits implementing redundant methods to both enhance the reliability of the system, and adapt to the specific needs of different users. Results with a representative group of patients illustrate the performance of the interface here presented and demonstrate its feasibility.
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I. INTRODUCTION

TREMOR is defined as a rhythmical, involuntary oscillatory movement of a body part [1], and can be broadly classified into physiological and pathological tremor. Pathological tremor is an umbrella term that encompasses those tremors that impair motor performance [2], and, as a whole, constitutes the most extended movement disorder (see, e.g., [3]), and its prevalence is increasing with ageing.
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In spite of the existence of various therapies to manage pathological tremor, 65% of those suffering from upper limb tremor report serious difficulties when performing their activities of daily living (ADL) [4]. Moreover, pathological tremors—simply referred to as tremors in the remainder of the paper—arise from a number of disorders such as Parkinson’s disease or essential tremor, none of which is fully understood [5], which hampers the refinement of current treatment forms.

Amongst the alternative approaches to tremor management that are referred to in the literature, the application of mechanical loads to the affected limbs has emerged as a potential solution [6] [7] [8]. As a matter of fact, the results shown in [8] demonstrated the feasibility of tremor attenuation with a wearable robot, although the patients were reluctant to utilize such a bulky and anesthetic device as a robotic exoskeleton. In this regard, a neurorobot or neuroprosthesis (NP) that artificially drives the affected muscles through electrical stimulation constitutes a promising solution, since it avoids the needs of external actuators, and hence will better fulfill the user’s esthetic expectations. In addition, functional electrical stimulation (FES) for tremor suppression has already been preliminarily validated in [7].

This paper presents the design and proof of concept of a multimodal Human-Robot Interface (mHRI) to drive such a system, i.e. a NP to manage upper limb tremor based on the selective application of mechanical loads through FES. The NP is conceived as an assistive device that compensates for the tremor only when it poses a functional problem, therefore accurate characterization of both the volitional movement and the concomitant tremor are required.

To this aim, the mHRI presented here simultaneously assesses the preparation and execution of the movement based on concurrent recordings from the central nervous system, the peripheral nervous system, and the biomechanics of the affected limb. This is performed by simultaneous electroencephalographic (EEG), electromyographic (EMG), and inertial sensor recordings, and provides the patient with a very natural interface that both requires no learning from his/her part, and reacts with a minimum latency when compared to the realization of volitional movement. This maximizes the ease of use, and makes the interface suitable for a larger population. Therefore, our approach to mHRI guarantees that the system will only “assist when needed” based on the detection of intention to move from EEG, which also has positive implications in terms of energy efficiency, and of discomfort and habituation to stimulation.

The other major benefit derived from this concept is that
multimodality allows for redundant extraction of the same features, which enhances the overall reliability and performance of the system. The idea here is that at the same time that we exploit the sensor modality that provides the best characterization of a given phenomenon, we implement redundant mechanisms that compensate for misdetections or false positives.

Apart from these considerations that could be contemplated as general to most mHRI-driven NPs, we had to incorporate additional features for our specific case of tremor management. The most important among them are fast response, accurate parameterization of the tremulous movement, and capacity to adapt to slow and fast signal non-stationarities. Fast response is important both because most tremors tend to exhibit a transient stage in which their amplitude increases, and thus can be compensated with less actuation effort if its done during this phase, and because some ADLs involve relatively short movements, and therefore delayed actuation would not provide any functional benefit. Accurate estimation of tremor amplitude and frequency is necessary for precise modulation of the different control strategies that can be exploited to suppress the tremor [9]. Finally, examples of non-stationarity are the changes in EMG due to muscle fatigue [10] [11], or the inherent alterations in the basal rhythms of EEG [12].

The practical implementation of our mHRI faced a number of scientific and technological challenges. Amongst the major scientific challenges were the online detection of movement intention in tremor patients and the real-time characterization of tremor from EMG, which had not been investigated before. Notice that most tremors are originated within brain nuclei [5] [13] [14], which may alter the properties of the EEG signals when compared to those recorded in healthy subjects [15] [16] [17]. As for the online parameterization of tremor with inertial sensors, a number of works are available, as reviewed below. The major technological challenges were those intrinsic to the recording of EEG and EMG, being the most important obtaining a good interface that permits acquiring signals with high signal to noise ratio. Since the current work aims at providing a proof of concept of our mHRI, we used non-invasive technologies based on wet electrodes for both, although the mHRI might be implemented in systems that comprise other types of interfaces.

The state of the art techniques to model tremor in real-time normally exploit a single sensor modality, typically inertial sensors, either accelerometers [18] or gyroscopes [19], or electromyographic recordings [20], although research works on fusion of both technologies have just started appearing [21]. On the other hand, to the authors knowledge there is no system in the literature similar to what we propose here, in the sense of employing a mHRI that exploits movement anticipation to drive, based on neural and kinematic information, a NP that compensates for a certain movement disorder or that is aimed at rehabilitating patients after a neurological injury.

This paper is organized as follows. Section II presents the rationale and implementation of the mHRI for parameterization of tremor in the presence of voluntary movement, describing the algorithms employed by the different sensor modalities that constitute the interface. Section III describes the experimental protocol, materials and methods employed for its validation, together with the methodology for data analysis, focusing on the metrics for evaluation of the system as a whole, while Section IV summarizes the results of the evaluation of the system with a representative group of users. Finally, the paper ends with a critical discussion of the performance of the system, with special emphasis on the integration of sensor modalities and the implications our results have when driving the tremor management NP, and with conclusions that summarize the major achievements.

II. MULTIMODAL HUMAN-ROBOT INTERFACE TO CHARACTERIZE TREMOR

A. Overview of the Multimodal Human-Robot Interface

The selection of the specific architecture for the mHRI was based on a detailed analysis of the information that can be extracted from each sensor modality available, paying special attention to the benefits and drawbacks for each choice, especially in the presence of FES (see Table I).

We thus decided to employ EEG to detect the preparation of movement as a transparent way to trigger the NP, surface EMG (sEMG) to monitor the onset of tremor in the presence of voluntary muscle activation, and inertial sensors to drive the NP during stimulation.

In more detail, the implementation of the mHRI was as follows (see Fig. 1). The EEG exploited the direct mea-
measurement of the planning of movement in order to naturally trigger the system. However, since the anticipation with which movement can be predicted from ERD analysis varies both between and within subjects [22], a positive detection of movement intention was maintained for a period $t_{\text{EEG},\text{OUT}}$, to guarantee that the sEMG had time to detect the onset of both the voluntary muscle activity and the concomitant tremor. This in turn would trigger the stimulation, which would be modulated based on the instantaneous tremor amplitude and frequency derived from the inertial sensors, because the sEMG is contaminated by the physiological artifacts (the so-called M-wave) that appear due to FES [23]. In addition, sEMG indicated the specific locus of the tremor, a piece of information that would be used by the controller to select the optimal stimulation site, and yielded the tremor frequency of the muscles, which was employed by the inertial sensor algorithm for its initialization.

The EEG algorithm run in overlapping windows ($ot_{\text{EEG}}$) of duration $T_{\text{EEG}}$. At the same time, the sEMG algorithm was executed in windows of duration $T_{\text{EMG}}$ and overlapping ($ot_{\text{EMG},0}$). The latter was increased to ($ot_{\text{EMG},\text{ho}}$) during the period $t_{\text{EEG},\text{OUT}}$ after a positive detection of the EEG classifier to accelerate the identification of the concomitant voluntary and tremulous muscle activity. Simultaneously, the EEG algorithm went idle, and the voluntary movement filter of the inertial sensors started running, to minimize its settling time. In the presence of tremor, the sEMG algorithm provided the inertial sensors with an estimation of tremor frequency $f_{\text{EMG,0}}$ and the stimulation would start.

The integration of different sensor modalities also allowed for the implementation of a set of redundant mechanisms that let the mHRI cope with unexpected conditions, such as misdetections, false positives, et cetera. Three mechanisms, described next, were considered (also see Table I). First, state of the art algorithms for single trial detection of movement intention (from EEG) are not completely accurate, which originates a certain ratio of false negatives that would cause the no actuation of the NP in a situation in which it would be expected to. This was circumvented by using sEMG to detect the onset of both voluntary motion and tremor at the expense, however, of loosing the capability to anticipate with the EEG. Moreover, sEMG compensated for possible false positives of the EEG system, avoiding unnecessary periods of stimulation (see Fig. 1). Second, the appearance of muscle fatigue, a phenomenon that is intrinsic to the execution of relatively long tasks [10], has an important influence on sEMG signals [11], which would alter the thresholds for the detection of tremor and voluntary movement onset. This could be corrected based on the detection of volitional and/or tremulous motion from inertial sensors. Third, the adaptive filters employed to track tremor parameters from inertial sensor information have an inherent settling time (see e.g. [24]) that is almost eliminated by adequate selection of their initial conditions. In this regard, our sEMG algorithm provided the inertial sensors with an accurate estimation of tremor frequency that considerably minimized such convergence time.

Given the intrinsic variability of EEG patterns because of factors such as age [25] or pathology [15], the performance of the classifier here proposed depended on the detection, in each patient, of recognizable patterns associated with the preparation of movement. Patients who did not exhibit these patterns relied entirely on sEMG to detect voluntary movement onset, although the performance of the NP would be degraded. The benefit, on the contrary, is to extend the possible user group to a much larger population.

**B. Detection of movement intention from EEG**

This algorithm was built to detect movement intention asynchronously, i.e. without any external cue [26], and it thus estimated the probability of identifying a pre-movement condition every period of duration $t_{\text{EEG}}$, at the same time that it avoided the generation of long periods with false activations.

The core of our approach was a single trial identification of the event-related desynchronization (ERD), a neurophysiolog-
ical phenomenon that consists in the decay of the EEG signal power in the mu and lower beta bands over the sensorimotor area, which accompanies the performance of motor tasks [27]. The ERD appears ~ 2 s before the actual onset of the volitional movement, and typically begins over the contralateral hemisphere when movements are performed with the dominant limb [28]. The ERD presents high inter- and intra-subject variability in its spatial and frequency distribution, and therefore we developed an online methodology to choose the best features that describe the pre-movement state in each subject, by training a classifier with the set of most recent movements.

Such features were automatically selected based on the power decrease in the movement state with respect to the basal state, computed in all the channel-frequency pairs available after derivation with a spatial filter. This way the algorithm identified the 3 most significant channel-frequency pairs in terms of movement anticipation, which were used to generate a descriptive model of the pre-movement state by computation of their logarithmic power values.

During execution, a Bayesian classifier was used to decide, based on this model, whether each new data window corresponded to a pre-movement state. The classifier computed independently the probability of the 3 selected features, and combined them to generate the final output. This final output was then compared to a threshold in order to provide the sEMG algorithm with a binary signal that indicated the presence or not of the movement, and typically begins over the contralateral hemisphere when movements are performed with the dominant limb [28]. The ERD presents high inter- and intra-subject variability in its spatial and frequency distribution, and therefore we developed an online methodology to choose the best features that describe the pre-movement state in each subject, by training a classifier with the set of most recent movements.

Finally, the EEG classifier used the detection of the voluntary movement to update both its descriptive model and the threshold during execution. This way the classifier always considered the set of most recent movement intervals, reducing the negative influence of the intrinsic non-stationarity of the EEG signal [12] on its performance.

### C. Detection of tremor onset from sEMG

We employed a method based on a novel multicomponent AM-FM decomposition technique, the Iterated Hilbert Transform (IHT) [29], to analyze the multichannel sEMG in overlapping windows of duration $T_{EMG}$ (output updated every period $t_{EMG}$). The IHT consists in the iteration of the Hilbert transformation to a filtered version of the amplitude envelope of the signal. Our approach considered the muscle activity to be a superimposition of the reflections of the voluntary activity (broadband component) and the narrowband oscillations causing the tremor [30]. On the basis of this, the sEMG signal was modeled as the sum of $K$ locally narrowband modulated components according to:

$$Y(n) = \sum_{k=1}^{K} A_k(n) \cos[W_k(n) + P_k(n)] + R_k(n)$$

where $n$ is the sample number, and $A$, $W$, $P$ and $R$ the amplitude envelope, the center frequency, the instantaneous phase and the residual respectively.

Applying this method on the tremor sEMG signals, it was shown that the first IHT component consistently reflects the tremor, and that the peak-to-peak amplitude of such component is correlated to the tremor amplitude [30]. Moreover, the level of concomitant voluntary muscle activity can be estimated by subtracting the standard deviation of the tremor component from the offset of this component (low pass filtered, < 2 Hz).

This method was applied to multichannel, high-density, sEMG, which implies that we analyzed information about muscle activity from all parts of the muscle, but with the inherent risk of poor signal-to-noise ratio in a number of the channels. In order to minimize the influence of the latter, the IHT method was applied to each channel individually, and the final estimates of voluntary activation and tremor were obtained as the median value of each parameter from every single channel. These estimates were compared in a final stage to two thresholds defined as follows. The threshold for a significant change in the level of voluntary activity, $t_{HEMG,vm}$, was set to 3 standard deviations above the baseline of the first 5 s of the recording. Tremor amplitude was calculated as the ratio between the RMS of the tremor component and the RMS of the raw, rectified sEMG signal. Significant tremor was defined as being present if this ratio exceeded $t_{HEMG,tr}$.

The final output was thus a pair of binary signals (for each muscle recorded) that indicated the presence or not of voluntary movement and tremor in the analysis window. When tremor onset was detected, the algorithm triggered the actuation of the NP, and provided the inertial sensors with an initial estimation of tremor frequency at the targeted joint, $f_{EMG,0}$. Muscle frequency was translated into joint frequency by simply taking the mean of frequencies of the antagonist muscle pair, in case both exhibited tremor.

### D. Parameterization of tremor from inertial sensors

Tremor parameters – instantaneous amplitude and frequency – were continuously estimated with an adaptive algorithm that represented the input signal as a harmonic process based on a truncated Fourier series. The algorithm comprised two filtering stages that were implemented in cascade [31]. First, it removed the no-tremor component of the movement, which is considered to be the voluntary movement given that both are additive [32], and second, it estimated the instantaneous frequency and amplitude of the tremor.

The first stage consisted in a $g-h$ filter that took the raw angular motion $x(n)$ as input, and gave an estimation of the voluntary component of movement, $x_{vm}(n)$, based on the fact that they are separated in frequency [31]. The concomitant tremor, $x_{tr}(n)$, was directly derived from:
\[ x(n) = x_{vm}(n) + x_{tr}(n) \] (2)

The second stage of the filter fed the tremor component of movement \( x_{tr}(n) \) both into a Weighted Frequency Fourier Linear Combiner (WFLC) [33] that obtained its time-varying frequency, and into a Kalman filter that estimated its instantaneous amplitude, incorporating the tremor frequency obtained by the WFLC in its state model. The Kalman filter implemented a first order truncated Fourier series, where the process and observation noise were defined as \( Q_n = \text{diag}(\sigma_A^2, \sigma_B^2, 0) \) and \( R_n = \sigma_{tr}^2 \) respectively, where the former defined the update of the random walk processes that represented the amplitude terms of the harmonic tremor model, and the latter was related to the noise in the tremor estimated from (3).

The parameterization of tremor derived from this algorithm served to modulate the control strategies that would be implemented in the NP [9].

III. Methods

A. Experimental protocol

1) Patients: Five essential tremor patients (2 female and 3 male) were included in the study. Age ranged from 47 to 79 years (mean 63.6 ± 11.9). All patients presented postural and kinetic tremor of mild or moderate severity. Medications were continued at the time of the recordings. All patients signed an informed consent to participate in the study; the Ethical Committee at Universidad Politécnica de Valencia gave approval to the experimental protocol.

2) Protocol: Patients were seated in a comfortable chair during the whole recording session. The experiments consisted in performing a series of exercises that are commonly employed in the clinic to assess tremor. These exercises comprised the so-called finger to finger and finger to nose tests, and elevating both arms and keeping them outstretched against gravity. In total each patient performed 6 repetitions of each exercise. The execution of all the trials followed the same scheme: patients were asked to stay relaxed and keeping the gaze fixed in a wall about 2 m away, and self-initiate the exercise after allowing for a sufficient repose time after the trial started. Total trial duration was 50 s.

3) Recordings: Tremor was recorded from the most affected side both by sEMG and inertial sensors. Surface EMG signals were recorded over the wrist extensors and flexors with a 128-channel amplifier (OT Bioeletronica, Torino, Italy) in differential configuration. The 64-channel array electrode was placed on the muscle belly, and a humidified wrist bracelet served as common reference. The signal was amplified, band-pass filtered (10-500 Hz), and sampled at 2048 Hz by a 12 bit A/D converter. Wrist flexion/extension was measured with two solid-state gyroscopes (Technaid S.L., Madrid, Spain) placed distally and proximally with respect to the anatomical joint, by simply computing their difference [32] [31]. The resultant signal was low pass filtered (< 20 Hz) and sampled by a 12 bit A/D converter at 50 Hz. EEG signals were recorded from 13 positions over the sensorimotor area (FC3, FCz, FC4, C5, C3, C1, Cz, C2, C4, C6, CP3, CPz and CP4 according to the International 10-20 system) with passive Au electrodes. The reference was set to the common potential of the two earlobes and AFz was used as ground. The signal was amplified (g.Tec gmbh, Graz, Austria), band-pass (0.1-60 Hz) and notch filtered (50 Hz), and sampled at 256 Hz by a 16 bit A/D converter. Synchronization of the different systems was controlled by a digital clock signal generated by the computer that recorded inertial sensor data. The data were stored for posterior offline analysis. Only results from those trials with visible tremor are presented here.

B. Data analysis

EEG signals were spatially filtered with a Laplacian filter [34] (5 electrodes: C3, C1, Cz, C2 and C4) or a common average reference (boundary electrodes); no additional preprocessing was done in the sEMG or inertial sensor recordings. Due to the lack of a larger number of trials per patient, we employed a leave-one-out methodology for the training of the EEG classifier.

The parameters of the different algorithms were defined as follows. The output of the EEG algorithm was updated each \( t_{EEG} = 125 \) ms based on data from \( T_{EEG} = 1.5 \) s windows (\( o_{EEG} = 87.5 \) %), in which the Welch’s method with Hanning windows (128 samples, 50 % overlap) was employed to calculate the power spectral density of the signal; positive outputs were maintained for \( T_{EEG,OUT} = 2.5 \) s. The length of the analysis window, \( T_{EEG} \), was selected to be close to the average anticipation of the ERD [27]; the duration of the windows in which it was split (128 samples, 50 % overlap) optimized the trade off between frequency resolution and variance of the estimation. The sEMG algorithm run in \( T_{EMG} = 1 \) s windows with overlapping \( o_{sEMG} = 50 \) %, and was therefore updated each \( t_{EMG} = 0.5 \) s; when the EEG detected the intention to move this value was increased to \( o_{sEMG,HO} \geq 75 \) %. The threshold for the detection of tremor onset was defined as \( t_{sEMG,ON} = 0.25 \). The length of the window, \( T_{EMG} \), was selected to ensure that at least two complete oscillations are included within the data to be analyzed with the IHT, and double checked with a previous data set [30]. The overlappings were chosen to keep the computational cost low, allowing for real-time implementation. The inertial sensor algorithm,
updated every sample, used the following parameters, which were conjointly defined for all subjects after examination of a previously recorded data set: i) for the \( g - h \) filter, which parameters followed the so-called critically damped relationship [35]: \( \theta = 0.9985 \), ii) for the WFLC: \( \mu_0 = 2E-5 \), \( \mu_1 = 1E-3 \) and \( M = 1 \); \( f_0 \) was provided by the sEMG algorithm (\( f_{\text{EMG},0} \)), and iii) for the Kalman filter: \( \sigma_A^2 = 1E-7 \), \( \sigma_B^2 = 1E-7 \) and \( \sigma_T^2 = 1E-3 \).

1) Metrics to assess the performance of the mHRI: The performance of the mHRI as a whole was assessed by computing the anticipation to the movement, the delay in the detection of both voluntary movement and tremor onset, and the error in estimation of tremor amplitude and frequency. These metrics were computed after decomposing the total movement into the reference voluntary and tremor components. The reference voluntary component was obtained by low pass filtering (< 2 Hz, non causal) the input motion, while the remainder gave the reference tremor. Visual inspection in combination with a threshold yielded the onset of both the volitional and tremulous movements, which served to compute the first three metrics. The error in estimation of tremor amplitude was directly computed as the root mean square error (RMSE) between the reference tremor and the output of the inertial sensor algorithm, whereas the error in tremor frequency was calculated as the RMSE between the real frequency (computed in 1 s zero-padded, overlapping windows on the reference tremor) and the output of the inertial sensor algorithm.

In addition, specific metrics were employed to evaluate...
certain features of the EEG and sEMG algorithms. The performance of the detector of movement intention was evaluated according to the ratio of actual movements anticipated (Recall), and the ratio of false activations during rest periods (Specificity). These metrics used an event-based evaluation due to the fact that our classifier worked asynchronously, and to the slower dynamics of EEG when compared to the classification rate [26] [36] [37]. This way, an event (activation unit, AU) referred to a set of consecutive classifier outputs that are above the decision threshold; an AU was considered an event-based true positive (eTP) when it intersected the interval [−0.5, 0] s (movement onset is at t = 0); otherwise it was treated as an event-based false positive (eFP). The Recall and Specificity were thus defined as:

\[
\text{Recall} = \frac{eTP}{NT} \\
\text{Specificity} = \frac{\text{length}(\sum eFP)}{\text{length}(\sum \text{rest})}
\]

where NT is the number of total movements, and length(\sum eFP) and length(\sum \text{rest}) stand for the length of all the eFP and rest periods respectively.

The precision of the initial estimation of tremor frequency derived from sEMG was evaluated by comparing the RMSE between it and that obtained from the amplitude spectrum of the reference tremor (also computed from the reference tremor in a 1 s window with zero-padding). Furthermore, the improvement of initializing the inertial sensor algorithm at tremor frequency derived from sEMG (f_{EMG,0}) was assessed by comparing its estimation with that obtained when f0 = 5 Hz was assumed (as done, e.g. in [33]).

IV. RESULTS

The plots in Fig. 2 show a representative example of the mHRI. The plot depicts both, the raw signals acquired by the different sensor modalities that constitute it (the first, third and sixth plots), and how the different algorithms were triggered and executed. First, the EEG classifier (second plot) predicted the intention to move (anticipation time 0.44 s). This triggered two events: i) the EEG classifier went idle for 2.5 s, ii) the overlapping of the analysis windows of the sEMG algorithm was increased. During this interval, the sEMG algorithm detected the onset of tremor in the presence of concomitant voluntary activity (fourth plot), and yielded an estimation of tremor frequency (fifth plot). At this moment, the NP would begin to actuate, relying entirely on the tremor parameters derived from the inertial sensors –instantaneous amplitude (the estimated tremor is shown in the seventh plot) and frequency (eight plot)– to modulate its control action. Notice that the inertial sensor algorithm was initialized to the tremor frequency provided by the sEMG.

Table II summarizes the performance of the mHRI in all the patients and trials. No movement anticipation is given for Patient 02, since he did not exhibit visible ERD, and was thus not suited for using the EEG to trigger the system. Therefore, in this case the mHRI entirely relied on sEMG to detect the onset of voluntary movement and tremor, without the prediction derived from the EEG classifier. In summary, the results indicate that the mHRI was capable of consistently anticipating the intention to move (in those patients that exhibited ERD), and that the onset of tremor in the presence of concomitant voluntary movement was rapidly detected (average delay for all patients was 1.11 ± 1.39 s for voluntary movement detection, and 0.76 ± 0.45 s for tremor detection), and hence the NP would start assisting with short delay. Moreover, the delay in the detection of both voluntary movement and tremor was considerably increased in the patient without EEG-based movement anticipation (average delay 1.83 ± 1.77 s and 1.79 ± 0.91 s for the voluntary activity and the tremor respectively) when compared to the other patients (average delay in all trials 0.88 ± 0.45 s and 0.77 ± 0.45 s for the voluntary activity and the tremor respectively). Accurate tracking of tremor amplitude (average RMSE 0.18 ± 0.17 rad/s) and frequency (average RMSE 2.32 ± 2.64 Hz) was achieved, and importantly for the controller, with almost zero phase. As a matter of fact, the average delay of the tremor estimation with respect to the offline reference is 3·10⁻⁴ ± 6·10⁻⁴ s, calculated from maximization of the cross-correlation function.

Regarding the movement anticipation, we observed, as expected, notable inter and intra-subject differences (see Table II). However, the EEG classifier provided, for all of them, a good performance in terms of movement anticipated (Recall), and robustness to false activations (Specificity) (see Table III).

We also evaluated what was the outcome of increasing the overlapping of the windows that the sEMG algorithm used (from the 50 % to the 75 %) when intention to move was...
detected with EEG. Fig. 3 compares the average delay in detection of voluntary movement and tremor onset with and without that feature. In both cases the improvement was statistically significant (Wilcoxon signed rank test, \( p < 0.05 \)), which highlights the benefit extracted from using the prediction of movement derived from EEG to drive the system.

The other major interaction amongst modalities in the mHRI is that between sEMG and inertial sensors. Table IV shows the average RMSE in tremor estimation from sEMG; this is the value the latter used for initialization \( f_{\text{EMG,0}} \). The results demonstrate that an accurate estimation of tremor frequency was derived with short delay after its onset (see Table II). Interestingly, the benefit derived from directly initializing the inertial sensor algorithm to the estimation of tremor frequency derived from sEMG was clearly noticeable when comparing the tracking of frequency (see Table V), and also statistically significant (Wilcoxon signed ranked test, \( p < 0.05 \)). Amplitude tracking, on the contrary, was not improved. It must be noticed that the patient that showed the worst performance (Patient 04) had a very mild tremor, and thus it was harder for the system to characterize its features. Also for this patient, the difference between initializing the inertial sensor algorithm at the frequency indicated by the sEMG and not was smaller.

### V. Discussion

The results here presented constitute a proof of concept of our approach to a mHRI that predicts the user’s intention to move, and detects and parameterizes the concomitant tremor in order to drive a NP for tremor management through FES. This is achieved based on the integration of EEG, sEMG and inertial sensor recordings.

The mHRI constitutes, mainly thanks to the movement anticipation provided by the EEG analysis, a natural interface that requires no learning from the user, because it triggers the NP based on the same mental process that he/she performs to execute a voluntary movement. This has also the additional benefit of encouraging user involvement [38]. Apart from this, the integration of EEG within the mHRI shortens the reaction time of the system (see Fig. 3), which has obvious implications during tremor compensation. There are nevertheless, two scenarios in which the mHRI needs to overcome the absence of this information. The first of them is those patients that present not classifiable ERD, where the sEMG algorithm can assume its role introducing a larger overall delay (as for Patient 02, see Table II). This result implies that those patients that present, for example, a certain neurological condition that impedes the identification of such patterns, can also employ the NP to manage their tremor. The second scenario obviously is a misdetection of the EEG classifier, in which case the same sEMG mechanism is used. As a matter of fact, this idea of enhancing the reliability of the NP constitutes the rationale for always running the sEMG classifier in parallel. It must be noticed, however, that the number of false negatives of the EEG classifier is remarkably low (see Table III). It is also worth mentioning that the overlapping of the sEMG windows could be increased more, which would yield a faster detection of both voluntary muscle activity and tremor. The value selected here was simply chosen to validate the interest of the approach, while ensuring low computational burden.

As for the population who might benefit from the mHRI implementing the EEG, no general inclusion criteria can be defined a priori based on either the literature and/or our experimental results. Although one expects elderly people to exhibit altered spatiotemporal patterns of ERD when compared to their young counterparts [25], the spatial distribution of ERD found in our patients was highly heterogeneous, and did not permit extracting any general conclusion; neither did any particular condition of Patient 02, who showed no classifiable ERD. Nevertheless, abnormalities in synchronization and desynchronization of the motor rhythms have been found both for Parkinson’s disease [39] and essential tremor [15], which could hinder the implementation of accurate and reliable EEG classifiers for these patients. As a matter of fact, the performance of our classifier with healthy subjects is in general better than for tremor patients (see [36] for comparison). This may originate from the fact that most tremors originate at deep brain nuclei, which oscillations are projected to a certain extent to the cortices, e.g. through the thalamocortical loop [14], and hence influence the EEG recordings. Notice however, that the false positives of the EEG classifier have no influence on the performance of the NP, given that it is triggered by the detection of volitional movement in the presence of tremor as detected by sEMG. Regarding the differences amongst patients and tasks, it was observed that the anticipation time during bimanual tasks (the finger-to-nose test, and outstretching the arms) was on average larger than in those movements that involve a single limb. Further research on this specific topic needs to be carried out.

Both the sEMG and inertial sensor analysis performed better when the tremor was more severe. This result constitutes a positive finding, since these patients are the first potential user group of our NP. Frequency estimation from inertial sensors degrades the most, given that it is based on a gradient-descend like method [40]. This also occurred when the tremor appeared and reappeared, which happened in some patients during the
finger-to-nose test, probably due to the change of a postural to a kinetic condition.

As mentioned above, our mHRI constitutes an efficient interface to drive a tremor management robot. We think, moreover, that this approach can be beneficial in other types of interventions, e.g. for stroke therapy [38], in order to maximize user involvement and provide the most natural interface to restore the neural pathways. Moreover, other technologies can be used to record the central and peripheral nervous systems and biomechanics in order to construct similar architectures. This will also be required in order to take systems such as the current mHRI to the point of need (e.g. houses, work). Current advances on wearable EEG systems based on dry electrodes [41] and on ambulatory EMG amplifiers, together with the new implantable interfaces for decoding both brain activity at different scales (for a review see [42]) and multichannel EMG [43] constitute a promising advance towards that goal.

VI. CONCLUSIONS

This paper presented the design and proof of concept of a mHRI to drive a tremor management NP during voluntary movements. Our mHRI monitors the whole neuromusculoskeletal system through EEG, sEMG and inertial sensor information in order to attain a natural and reliable interface for the NP. This way, the mHRI detects the intention to move in order to provide a fast compensatory action once the user initiates a movement, and when it detects the actual onset of the tremor (in the presence of concomitant voluntary motion), provides the controller with the instantaneous tremor amplitude and frequency, which are employed to drive the stimulation.

Evaluation with a group of 5 patients yielded considerable movement anticipation (while maximizing the number of detections and keeping the false alarms to a low level) and low latency in the effective detection of voluntary and tremulous muscle activity. Moreover, accurate continuous estimation of tremor parameters from inertial sensors is obtained, improved by the information derived from the sEMG. This work therefore demonstrates the interest of evaluating a neuropsychiatric solution to tremor management based on this mHRI.
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