Temperature dependence of the dynamics of the first image-potential state on Ag(111)
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The temperature dependence of the dynamics of electrons in the n = 1 image potential state on the Ag(111) surface has been investigated by means of time-resolved two-photon photoemission spectroscopy and many-body calculations. We show that the decay rate of electrons in this state grows linearly with temperature. The thermal shortening of the lifetime is caused by the increase of the electron-electron scattering rate, due to deeper penetration of the image state wave function into the bulk metal at higher temperature. The electron-phonon scattering in this state is found to be small.
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I. INTRODUCTION

Lifetimes of electronic excitations are crucial for many physical and chemical phenomena, such as charge and energy transport,4 interaction of atoms and molecules with the surface,5 and catalytic reactions.6 At metal surfaces, in addition to bulk electronic states, single-particle excitations occur in intrinsic surface states4,5 and in image-potential states.6–8 Surface states arise from the breaking of the crystal symmetry along the surface normal and are localized near the outermost atomic layer. Image-potential states are localized on the vacuum side of the surface. They are formed by the image potential, originating from the attractive interaction of the electron with the polarization charge. Far from the surface plane this potential converges asymptotically to the classical image potential, which is inversely proportional to the distance from the image plane. In the vicinity of the Γ point of the surface Brillouin zone image-potential states form a Rydberg-like series, converging to the vacuum level $E_{\text{vac}}$:

$$E_n(k) = E_{\text{vac}} - \frac{0.85 \text{ eV}}{(n + a)^2} + \frac{\hbar^2 k^2}{2m^*_n},$$  

where $n = 1, 2, \ldots$ is the principal quantum number and $a$ is the quantum defect. The dispersion of image-potential states with the wave vector $k_\parallel$ in the surface plane is free-electron-like with effective masses $m^*_n$ close to the free-electron mass $m_0$. Due to their well-defined energy spectrum, which weakly depends on the microscopic details of the surface under consideration, image-potential states have been widely used as a model system for both theoretical and experimental investigations of the dynamics of electronic excitations at metal surfaces.11

The total decay rate (or linewidth) $\Gamma = \hbar/\tau$ (\(\tau\) being the lifetime) of an electronic excitation is determined by the contributions of four different processes: inelastic electron-electron scattering ($\Gamma_{\text{e-e}}$), electron-phonon (e-ph) interaction ($\Gamma_{\text{e-ph}}$), electron-defect scattering ($\Gamma_{\text{e-def}}$), and energy-conserving resonant one-electron tunneling into the bulk ($\Gamma_{\text{e-e}}^{\text{tunnel}}$). The latter process contributes to the decay rate only when the initial electronic state is degenerate with projected bands of the bulk metal.12–14

The temperature dependence of the dynamics of electrons and holes in the surface states has been extensively studied both theoretically and experimentally on various metal surfaces,15–33 but only few works considered the temperature dependence of the image state lifetimes,20,34–36.

The thermal change of the decay rate is usually attributed to the e-ph interaction15,22,27,28,32,35–38 and scattering on thermally activated defects,19,24 while the electron-electron scattering contribution is usually assumed to be independent of temperature. This approximation is justified for the surface states, as far as e-ph interaction is rather strong in these states and $\Gamma_{\text{e-ph}}$ often exceeds $\Gamma_{\text{e-e}}$ at room temperature. However, e-ph scattering in image-potential states has been predicted to be quite weak.34–36 The theoretical e-ph coupling parameter is typically $\lambda_{\text{e-ph}} < 10^{-2}$, which cannot account for the thermal decrease of the $n = 1$ image state lifetime from 22 ± 3 fs at 25 K to 14 ± 3 fs at 350 K observed in two-photon photoemission for a Cu(111) surface.20 Hence, in order to investigate theoretically the temperature dependence of the decay rate of electrons in image-potential states, it is necessary to take into account the temperature dependence of the inelastic electron-electron contribution.

In this article we present a comprehensive study of the temperature dependence of the dynamics of electrons in the $(n = 1)$ image-potential state on Ag(111) by means of time-resolved two-photon photoemission spectroscopy (2PPE) and theoretical many-body calculations. Photoemission experiments reveal a temperature dependence of the energy and dynamics of the first image-potential state. The image-potential state shifts to lower energies with increasing temperature. In addition, a decrease of the inelastic lifetime is observed. We perform many-body calculations of the electron-electron and electron-phonon contributions to the decay rate of the $(n = 1)$ state in the temperature range from 0 to 300 K. We account for the temperature dependence of $\Gamma_{\text{e-e}}$ by taking into consideration the experimentally measured temperature dependence of the band structure.
In Sec. II we outline the theoretical methods used to calculate the decay rate. Experimental techniques are described in Sec. III. The results of the experiments and calculations are presented and discussed in Sec. IV. The article is summarized in Sec. V. Unless otherwise explicitly stated, atomic units are used in the equations, i.e., $\hbar = m_0 = e = 1$.

II. THEORY

A. Inelastic electron-electron scattering

The calculations of the inelastic electron-electron scattering are performed in the self-energy formalism of many-body theory using the GW approximation.39 The method is described in detail elsewhere,11 and here we give just a brief overview. Within this formalism the inelastic electron-electron scattering contribution to the decay rate $\Gamma_{\nu,e}$ of the electronic state in band $i$ with wave function $\Psi_{i,k}$, energy $E_{i,k}$, and wave vector $k_i$ is obtained as the projection of the imaginary part of the self-energy operator $\Sigma$ onto this state:

$$\Gamma_{\nu,e} = -2\langle \Psi_{i,k} | \Im \Sigma | \Psi_{i,k} \rangle_{E_F < E_{i,k} < E_{i,k}^*}$$

$$= -2 \sum_{f,k_f} \int \left[ \Psi_{f,k_f}^*(r) \Psi_{f,k_f}(r) \right] \times \Im W(r,r',|E_{i,k_f} - E_{f,k_f}|) \Psi_{f,k_f}(r') \Psi_{f,k_f}(r') dr dr'$$

Here the self-energy is represented by the first term of the expansion in terms of the screened Coulomb interaction $W$, which is calculated within the random phase approximation. The summation is carried out over all final electronic states $(f,k_f)$ with energies between the Fermi energy $E_F$ and the energy of the initial state $E_{i,k}$. Thus, the many-body decay rate is determined by three main factors: (i) the phase space of the final states $(f,k_f)$, (ii) the overlap between the wave functions of the initial and final states, and (iii) the magnitude of the imaginary part of the screened Coulomb interaction Im $W$. The latter is given in linear response theory by

$$W(r,r';\omega) = V(r-r') + \int \int \left[ V(r-r_1) \right] \times \chi(r_1,r_2;\omega) V(r_2-r') \, dr_1 \, dr_2,$$

where $V(r-r')$ is the bare Coulomb interaction and $\chi(r_1,r_2;\omega)$ is the density-density response function of the interacting electron system, which is evaluated from the equation

$$\chi(r_1,r_2;\omega) = \chi^0(r_1,r_2;\omega) + \int \int \left[ \chi^0(r_1,r_3;\omega) \times V(r_3-r_4) \chi(r_4,r_2;\omega) \right] \, dr_3 \, dr_4.$$

Here $\chi^0(r_1,r_2;\omega)$ is the density-density response function of a noninteracting electron system:

$$\chi^0(r_1,r_2;\omega) = 2 \sum_{\alpha,k_\alpha,\beta,k_\beta} \frac{\theta(E_F - E_{\alpha k_\alpha}) - \theta(E_F - E_{\beta k_\beta})}{E_{\alpha k_\alpha} - E_{\beta k_\beta} + \omega + i\eta} \times \Psi_{\alpha k_\alpha}(r_1) \Psi_{\beta k_\beta}(r_1) \Psi_{\beta k_\beta}(r_2) \Psi_{\alpha k_\alpha}(r_2).$$

In this equation $\alpha$ and $\beta$ indicate the band numbers, $k_\alpha$ and $k_\beta$ are wave vectors, and $\eta$ is an infinitesimally small positive constant.

The formalism outlined above does not contain temperature explicitly. However, the contributions to the decay rate $\Gamma_{\nu,e}$ are determined by electronic energies $E_{\alpha,k}$ and wave functions $\Psi_{\alpha,k}$. Thus, in order to study the thermal change of $\Gamma_{\nu,e}$, we take into account the temperature dependence of the electronic structure using a procedure, described below in Sec. IIIC.

B. Electron-phonon scattering

The contribution of the electron-phonon ($e$-ph) interaction to the decay rate $\Gamma_{\nu,e-ph}$ is expressed in terms of the Eliashberg function $\alpha^2 F(\omega)$ which accounts for phonon emission $(E)$ and absorption $(A)$ processes in scattering of electronic excitations:

$$\Gamma_{\nu,e-ph} = 2\pi \int_{0}^{\omega_{\text{max}}} \left[ \alpha^2 F_{\nu,i,k}^A(\omega) [n(\omega) + f(E_{i,k} + \omega)] \\
+ \alpha^2 F_{\nu,i,k}^E(\omega) [1 + n(\omega) - f(E_{i,k} - \omega)] \right] \, d\omega,$$

where $n(\omega)$ and $f(\epsilon)$ are the Bose and Fermi functions, respectively, and $\omega_{\text{max}}$ is the maximum phonon frequency. In the high-temperature limit the $e$-ph decay rate grows linearly with temperature $(T)$.

$$\Gamma_{\nu,e-ph} = 2\pi \lambda_{\nu,i,k} T,$$

(7)

where $\lambda_{\nu,i,k}$ is the $e$-ph coupling parameter defined as

$$\lambda_{\nu,i,k} = \int_{0}^{\omega_{\text{max}}} \frac{\alpha^2 F_{\nu,i,k}^A(\omega) + \alpha^2 F_{\nu,i,k}^E(\omega)}{\omega} \, d\omega.$$

(8)

The Eliashberg spectral function of an electron or hole is defined as

$$\alpha^2 F_{\nu,i,k}^{E/A}(\omega) = \frac{1}{(2\pi)^2} \int d^2 q \sum_{\nu,f} \delta(\omega + \omega_q) |g_{\nu,f}(k_i,k_f,q,v)|^2 \times \delta(E_{i,k} - E_{f,k} \pm \omega_q),$$

(9)

where $g_{\nu,f}(k_i,k_f,q,v)$ is the $e$-ph matrix element reproducing the probability of a transition from an initial state $(i,k_i)$ to a final state $(f,k_f)$ by emission or absorption of a phonon with a frequency $\omega_q$ and momentum $q$, which satisfies the relation

$$\pm(k_f - k_i) = q + G_l.$$

(10)

Here “+” and “−” signs correspond to phonon absorption and emission processes, respectively, $G_l$ is a two-dimensional reciprocal lattice vector. The summation in (9) is carried out over all possible final states $\Psi_{k_f}$ and all phonon modes. The matrix element is defined by

$$g_{\nu,f}(k_i,k_f,q,v) = \left( \frac{1}{2M\omega_q} \right)^{1/2} \left| \langle \Psi_{i,k} | e_{q,v} \cdot \nabla K V_{\nu,i} | \Psi_{f,k} \rangle \right|,$$

(11)

with $M$ being the mass of an atom, $e_{q,v}$ the phonon polarization vector, and $V_{\nu,K} V_{\nu,i}$ the gradient of an electron-ionic pseudopotential with respect to atomic positions $R$.

To calculate the matrix element (11) we use the method developed in Refs. 22 and 37. This method consists of three
FIG. 1. (Color online) (a) Electronic surface band structure of Ag(111). Gray areas indicate projected bulk states. The dashed and solid lines represent the dispersion of the Shockley surface state (SS), the \((n = 1)\) image-potential state, and the \((n = 2)\) image-potential resonances, respectively. \(E_F\) and \(E_{\text{vac}}\) are Fermi and vacuum level, respectively. (b) Normalized 2PPE spectra as functions of the final-state energy with respect to the Fermi energy \(E_F\). The spectra were recorded at the indicated sample temperatures and analyzed for normal emission. The inset depicts the excitation schemes for the \((n = 1)\) image-potential state and the Shockley surface state (SS). (c) Time-resolved pump-probe traces at the energies of the \((n = 1)\) image-potential state for different sample temperatures. The solid lines are fits of a rate equation model. The dashed line represents the cross correlation of the laser pulses. (d) Temperature-dependent energy of the Shockley surface state (SS), the \((n = 1)\) image-potential state, as well as of the lower \(E_{\text{edge}}^{\text{lower}}\) and the upper \(E_{\text{edge}}^{\text{upper}}\) edges of the projected bulk gap.

independent approximations: (i) the electron-ionic potential \(V_{\text{e-i}}\) is taken to be the Ashcroft empty-core pseudopotential, screened in Thomas-Fermi approximation, (ii) phonon spectra are calculated on the basis of the embedded atom method derived interatomic potentials, \(^{41}\) and (iii) the electronic structure of the surface is calculated within a one-dimensional potential, \(^{42}\) described in Sec. II C. It should be noted, that the electronic energies and wave functions depend on temperature, and hence the matrix element \(^{11}\), the Eliashberg function \(^{8}\) and the \(\epsilon\)-\(\phi\) coupling constant \(^{8}\) are also functions of temperature.

C. Model for the description of electronic states

In order to describe the electronic energies \(E_{n,\mathbf{k}}\) and wave functions \(\Psi_{n,\mathbf{k}}\) we utilize a model pseudopotential, \(^{42,43}\) which varies only in the direction \(z\) perpendicular to the surface and remains constant in the plane of the surface. The parameters of the pseudopotential are adjusted to reproduce the main features of the surface band structure at the \(\Gamma\) point: the energies of the lower \(E_{\text{edge}}^{\text{lower}}\) and the upper \(E_{\text{edge}}^{\text{upper}}\) edges of the projected bulk band gap, the Shockley surface state \(E_{\text{SS}}\), and the \((n = 1)\) image-potential state \(E_{n=1}\). This method has been widely used for calculations of the lifetimes of excitations in surface states and image-potential states on close-packed surfaces of various metals. \(^{41}\)

The energies of the Shockley surface state and the \((n = 1)\) image-potential state are measured in the present experiment at different temperatures in the range from 30 to 300 K. To calculate the temperature-dependent edges of the energy gap we utilize the multiple-reflection model. \(^{8,45}\) This model allows one to calculate the positions of the Shockley state and the \((n = 1)\) image state from the positions of the edges of the energy gap. \(^{9,45}\) In this work we solve the converse problem (analogous to Ref. 20) to calculate the energies of the gap edges from the energies of the Shockley state and the first image-potential state. Some estimations of the accuracy of such an approach should be made. The model was used in Ref. 46 to reproduce the experimentally measured temperature dependence of the energy \(E_{\text{SS}}(T)\) of the Shockley states on the (111) surfaces of noble metals. It was found, that this model accurately reproduces the slope \(dE_{\text{SS}}/dT\), while the calculated dependence \(E_{\text{SS}}(T)\) is shifted from the experimental data by \(\sim 50\) meV. Thus we may suppose that the multiple-reflection model reproduces the positions of the gap edges correctly with an accuracy of \(\sim 50\) meV.

The resulting values \(E_{\text{edge}}^{\text{lower}}\), \(E_{\text{edge}}^{\text{upper}}\), \(E_{\text{SS}}\), and \(E_{n=1}\) are presented in Fig. 1(d). In order to account for the temperature dependence of the band structure, we adjust different sets of parameters of the pseudopotential for different temperatures in the range from 0 to 300 K. Thus, the values \(E_{\text{edge}}^{\text{lower}}\), \(E_{\text{edge}}^{\text{upper}}\), \(E_{\text{SS}}\), and \(E_{n=1}\) calculated with the temperature-dependent pseudopotential coincide with those presented in Fig. 1(d).

III. EXPERIMENT

The experiments were performed in an ultrahigh vacuum chamber with a base pressure of \(5 \times 10^{-11}\) mbar. \(^{47,48}\) A Ti:sapphire laser amplifier system was used to pump an optical parametric amplifier which provided laser pulses with a photon energy of \(h\omega_{\text{vis}} = 2.13\) eV and a pulse duration of around 55 fs. The output was split into two parts. One part was frequency doubled in order to obtain \(h\omega_{\text{UV}} = 4.27\) eV/55 fs laser pulses, while the second part was guided over a motor-driven delay stage. Then the \(p\)-polarized laser pulses were
aligned collinearly and focused onto the sample at an angle of incidence of 72° relative to the surface normal. The photoemitted electrons were analyzed with respect to their kinetic energy and emission angle using a hemispherical electron analyzer with an angle-resolved lens mode. The overall energy resolution of the CPPE experiment was ΔE ≲ 30 meV. The Ag(111) crystal was prepared by repeated sputtering and annealing cycles as described in Ref. 14. The surface quality was checked by x-ray photoemission spectroscopy and low-energy electron diffraction.

IV. RESULTS AND DISCUSSION

The schematic plot of the Ag(111) band structure is presented in Fig. 1(a). The Shockley surface state (SS) and the (n = 1) image-potential state are located in the projected bulk gap near the Γ point. Image-potential states with quantum numbers n ≥ 2 are degenerate with projected bulk states, and hence they form image-potential resonances.

Figure 1(b) shows three 2PPE spectra at Γ in the energy region of the (n = 1) state and the Shockley state signals for sample temperatures of 300, 151, and 30 K. The 2PPE spectra were normalized and scaled differently in the respective regions for better comparison. With increasing sample temperature, the signal of the (n = 1) state shifts to lower final-state energies. Simultaneously, a shift to higher energies is observed for the 2PPE signal of the Shockley state. The inset in Fig. 1(d) depicts the applied excitation scheme for the (n = 1) state and the Shockley state. Electrons are excited into the (n = 1) state by the UV pulses (ℏωUV) and subsequently photoemitted by absorption of photons ℏωvis. Electrons from the Shockley state are photoemitted in a direct, nonresonant 2PPE process with absorption of one photon of each pulse (ℏωUV + ℏωvis). Taking into account the different photoemission pathways, the binding energies of the (n = 1) state and the Shockley state with respect to E_F are shown as functions of sample temperatures in Fig. 1(d). The temperature dependence of the energy of the Shockley surface state E_SS has a plateau at T ≲ 100 K which is in good agreement with low-temperature measurements by means of scanning tunneling spectroscopy [−65 meV at T = 5 K (Ref. 50) and at T = 50 K (Ref. 51)]. The energy calibration of the 2PPE spectra was matched in such a way that the Shockley state is found at E − E_F = −0.065 meV for low temperatures in accordance with results from photoemission spectroscopy [−60 meV at T = 5 K (Ref. 46)]. For T > 100 K E_SS grows linearly with temperature. This dependence is also in agreement with data reported in Ref. 46. The energy of the n = 1 image state E_{n=1} decreases linearly from 3.83 eV at T = 0 K to 3.80 eV at T = 300 K. This is in agreement with the previously reported value E_{n=1} = E_{vac} − 0.77 eV = 3.79 eV (Ref. 52) for room temperature. [The work function E_{vac} − E_F = 4.56 eV (Ref. 52) is used.]

The temperature-dependent dynamics of electrons excited into the (n = 1) state were investigated by time-resolved 2PPE. In the pump-probe traces that are shown in Fig. 1(c) the (n = 1) state intensity is plotted as function of the relative delay between the laser pulses. For negative pump-probe delays the photoemission pulses (ℏωvis) arrive at the sample before the UV excitation, while positive delay times correspond to delayed photoemission pulses. The lifetimes τ of the exponential decay of the excited (n = 1) state population has been extracted from the pump-probe traces by a fit using a rate equation model. This model includes the cross correlation of the laser pulses and an exponential population decay. The results of the fits are shown as thin solid lines in Fig. 1(c). The experimentally determined population decay rate is obtained from Γ = ℏ/τ and corresponds to the inelastic decay rate of the excited electrons. The experimental data show that not only the binding energy of the (n = 1) state is modified with increasing temperature, but also the decay rate increases. The signal which is observed for negative pump-probe delays originates from hot electrons. The nonthermal distribution is excited by the intense ℏωvis pulse and electrons are photoemitted by absorbing UV photons.53

Using the multiple-reflection model, we calculate the temperature dependence of the positions of the edges of the projected bulk gap at the Γ point.9,20,45 The zero-temperature limits E_{edge}(T → 0) = 3.96 eV and E_{lower}(T → 0) = −0.30 eV are not far from the result of first-principles calculations E_{upper} = 3.9 eV and E_{lower} = −0.40 eV.42

When the temperature is raised, the upper edge of the projected gap and the (n = 1) state move downward with the rates dE_{edge}/dT = −0.26 meV/K and dE_{n=1}/dT = −0.10 meV/K, respectively. Thus, the (n = 1) state approaches the gap edge, and therefore its wave function is modified. As demonstrated in Fig. 2, at higher values of T the main probability peak of the (n = 1) state is slightly decreased, while the weight inside the crystal is increased.
The inelastic electron-electron contribution to the decay rate of the \((n = 1)\) image-potential state contains contributions from scattering into bulk electronic states \(\Gamma^B_{e-e}\) and into the surface state \(\Gamma^S_{e-e}\) [Fig. 3(a)]. \(\Gamma^S_{e-e}\) contributes 30\% to the total decay rate at \(T = 0\) and slightly grows with temperature: \(dT^S_{e-e}/dT = 0.006\) meV/K. \(\Gamma^B_{e-e}\) increases considerably faster with temperature \(dT^B_{e-e}/dT = 0.022\) meV/K and mostly determines the linear growth of the total decay rate \(\Gamma_{e-e}\).

This is the direct consequence of the change of the wave function of the \((n = 1)\) state. As follows from Eq. (2), \(\Gamma_{e-e}\) is roughly proportional to the overlap between the charge densities of the initial state \(|\Psi_{n=1}\rangle^2\) and of the final states \(|\Psi_{f,k}\rangle^2\). In the case of transitions into bulk states this overlap may be estimated by the penetration integral

\[
P^e=1\int_{-\infty}^{a_e/2}|\Psi_{n=1}(z)|^2dz,
\]

where \(a_e = 2.35\) Å being the interlayer spacing of the silver in the [111] direction. Figure 3(b) demonstrates the proportionality between \(P^e=1\) and \(\Gamma^B_{e-e}\). As shown in Fig. 3(c), \(P^e=1\) grows linearly with temperature, resulting in the linear growth of \(\Gamma^B_{e-e}\).

As can be seen in Fig. 2, the \((n = 1)\) wave function in the vicinity of \(z = 0\) (where the surface state is mostly localized) practically does not depend on temperature, and hence \(\Gamma^S_{e-e}\) is weakly modified with temperature. This behavior is similar to that observed in the study of the wave-vector dependence of the decay rates of image states on Cu(111) and Ag(111):48,54. The approach of the \((n = 1)\) state to the gap edge results in deeper penetration of the \((n = 1)\) wave function into the bulk and enhances the scattering into bulk states, while the scattering rate into the Shockley state remains practically constant.

We find that the electron-phonon scattering of electrons in the \((n = 1)\) image-potential state is rather weak. The e-ph coupling constant \(\lambda\) (8) varies from \(\lambda = 4 \times 10^{-3}\) at \(T = 0\) to \(\lambda = 5 \times 10^{-3}\) at \(T = 300\) K for Ag(111). These values are roughly the same order of magnitude as for the \((n = 1)\) image state on Pd(111)35 (\(\lambda = 2 \times 10^{-3}\), Cu(100)34 (\(\lambda = 2 \times 10^{-3}\)), and the first two image states on Pd(110)35 (\(\lambda = 2 \times 10^{-3}\)). The resulting contribution to the decay rate \(\Gamma_{e-ph}\) does not exceed 1 meV up to room temperature, and one may expect that the contribution of the e-ph scattering to the dephasing rate is also very small.

However, a significantly larger value of the electron-phonon coupling constant \(\lambda = 6 \times 10^{-2}\), was reported for the \((n = 1)\) image-potential state of Cu(111) by Knoesel et al.20 Given the similar band structure of Cu(111) and Ag(111) surfaces this large difference between e-ph coupling strengths of Cu(111) and Ag(111) is surprising and deserves further attention. Therefore, we also calculated the e-ph coupling constant for the \((n = 1)\) image state on Cu(111). We obtained the value \(\lambda = 7 \times 10^{-3}\), which is the same order of magnitude as for Ag(111), as well as for the other surfaces listed above. There are several reasons why the experiment of Ref. 20 might have overestimated the e-ph coupling constant \(\lambda\). First of all Knoesel et al. extracted \(\lambda\) from the temperature dependence of the pure dephasing rate \(T^*_2\) which was determined from a comparison of 2PPE decay rates and linewidths.20 For small \(T^*_2\) times, however, this method is generally less straightforward than, e.g., quantum-beat spectroscopy or direct methods of determining quasielastic electron-scattering rates.55–57 Moreover, the increase of the pure dephasing rate with temperature can have other origins than coupling to phonons. Many defects are known to scatter image-potential electrons efficiently.58 Stronger penetration of the image state wave function into the bulk at higher temperature, discussed above, is expected to lead to an increase of the defect scattering rate with temperature. Also thermally activated defects19,24 contribute to the temperature dependence of the scattering rate.

The temperature dependence of the calculated \((\Gamma_{Th} = \Gamma_{e-e} + \Gamma_{e-ph})\) and measured \((\Gamma_{Ex})\) decay rates of the image-potential state is shown in Fig. 4. Both, theory and experiment show linear growth of the decay rate with temperature. The calculated slope \(d\Gamma_{Th}/dT = 0.030\) meV/K is also in agreement with the value \(d\Gamma_{Ex}/dT = 0.034\) meV/K, obtained by linear fitting the experimental data. However, \(\Gamma_{Th}\) is approximately 16 meV larger than \(\Gamma_{Ex}\) over the whole temperature range considered. There may be two reasons for such discrepancy.

First, \(\Gamma_{Th}\) may be overestimated because of neglecting the \(d\) electrons in the present calculations. The inclusion of \(d\) electrons decreases the surface plasmon energy below the energy of \((n = 1)\) state on Ag(111).59,60 Although this opens an extra inelastic decay channel for electrons in the image-potential state, it has been shown59,60 that the lifetimes of image states are increased due to the strongly nonlocal character of the self-energy near the surface. For example, the surface plasmon channel reduces the decay rate of the \((n = 1)\) image-potential state on Ag(111) by 8 meV.60
Second, the overestimation of $\Gamma_{Th}$ may be attributed to the uncertainty of the determination of the upper gap edge position. According to our calculations, the main reason for the thermal shortening of the lifetimes is the change of the penetration of the $(n=1)$ wave function into the bulk metal due to the approach of the image state to the upper gap edge. The decay rate depends linearly on the energy difference $E_{\text{upper}}^{\text{edge}} - E_{n=1}$, while the derivative $d\Gamma_{Th}/d(E_{\text{upper}}^{\text{edge}} - E_{n=1}) = -0.18$. Thus, a 50 meV inaccuracy in the determination of $E_{\text{upper}}^{\text{edge}} - E_{n=1}$ may cause an inaccuracy $\sim 10$ meV in the calculated decay rate of the $(n=1)$ image state. However, such an inaccuracy only shifts the $\Gamma_{Th}(T)$ dependence by a certain value, while leaving the slope $d\Gamma_{Th}/dT$ unchanged.

V. SUMMARY

In summary, we have investigated the temperature dependence of the lifetime of electrons in the $n=1$ image potential state on the Ag(111) surface by means of time-resolved two-photon photoemission spectroscopy and many-body calculations. 2PPE experiments show that the decay rate $\Gamma$ of the $(n=1)$ image-potential state grows linearly with temperature. Theoretical investigations confirm this result and reveal the origin of such behavior: the shortening of the lifetime is caused by the increase of the electron-electron scattering rate, due to deeper penetration of the image state wave function into the bulk metal at higher temperature. The contribution of electron-phonon scattering to the decay rate was found to be very small. The calculated derivative $d\Gamma_{Th}/dT = 0.030$ meV/K is close to the experimental value $d\Gamma_{Es}/dT = 0.034$ meV/K.
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